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PREFACE

This book examines the science of heterogeneous catalysis through the eyes of a physical
chemist. We follow two main threads of thought throughout our discourse. They include a
reductionist approach in which we follow the chemistry in terms of the elementary molec-
ular events that occur on the catalyst surface, and in addition, an integrative approach
in which we consider the emergence of kinetic phenomena within the complex catalytic
system as interactive networks comprised of their atomic and molecular constituents.

The ability to detect molecules in complex environments and follow their transforma-
tions, along with the ability to synthesize atomic scale architectures, has revolutionized
research in chemistry and engineering. This molecularization has had a dramatic impact
on the science of catalysis. Catalysis has transformed from what was once a qualitative
descriptive and empirical area of research, which many termed an art, into more of a
predictive science supported by the mechanistic understanding of chemical reactivity.

The scientific discovery of heterogeneous catalysis occurred at the onset of the 20th
century during a period of time when chemical thermodynamics was beginning to emerge
as a new science, thus enabling the prediction of the process conditions. There was little
understanding, at that time, however, of the chemistry of catalysis. Hence, the invention
of new catalysts was completely empirical. Mass transfer considerations and reaction ki-
netics are specific to the structure and composition of the catalyst and thus require the
characterization of porosity, surface area and information on the distribution of the cat-
alytically reactive phases which at that point had not been established. This significantly
limited any detailed resolution of the chemistry or quantitative understanding of the ki-
netics. The physical chemistry of catalyst characterization, however, later developed into
a major research activity of its own with the arrival of increasingly sophisticated spec-
troscopic techniques. The resolution of catalyst structure and reactivity has dramatically
changed over the past few decades from micron to nanometer to the molecular scale.

The tremendous advances that have occurred in spectroscopy over the past decade
now make it possible to resolve molecular intermediates on surfaces through the course
of reaction. Similarly, the advances that have occurred in the development of theoretical
methods and also computational power have made it possible to begin to calculate ele-
mentary step kinetics. These advances in theory and spectroscopy taken together allow
us to begin to identify molecular intermediates and establish fundamental mechanistic
reaction routes. This detailed level of mechanistic information can subsequently be used
to simulate molecular transformations that occur over the catalyst surface. Theory and
simulation can, thus, be used in a predictive and hierarchical manner. Chemical events
that occur in complex systems at longer time and length scales can therefore be deduced
from integrating knowledge from well-defined interacting subsystems that act over shorter
time and length scales.

Catalytic kinetics is intrinsically complex since the active sites on the catalyst must be
regenerated after each reaction cycle. In this book, we attempt to follow the elementary
chemical bond making and bond breaking processes along with intrinsic diffusion events.
These processes occur over very short time scales. This has to be integrated with surface
reconstruction and self organization phenomena that allow the system to regenerate itself,
but occur on much longer time scales. The material presented herein is based on our
current understanding of catalysis as it follows mainly from theoretical studies. The key
experimental information on which many of the concepts are based are presented in this
context.
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Preface

In order to bridge the knowledge between elementary reaction steps and their kinetics
and dynamics under more realistic operational conditions requires one a range of different
methods which enable one seamlessly to span time and length scales. This hierarchical
coupling is critical to describing complex multiscale catalytic systems but is still in its
infancy in modeling catalysis. Herein we describe some of the earliest efforts which, for the
most part, have decoupled the different time and length scales and pass on appropriate
knowledge between the them.

Ab initio quantum mechanical methods can be used to establish the electronic structure
for model surfaces and clusters, and to predict chemical bonding and reactivity of different
molecular reactants, intermediates and products on and within different model systems.
Elementary reaction steps that are activated require time scales that are typically on the
order of 10−4 sec or longer. Non-activated processes such as diffusion are typically faster.
Transition-state reaction rate theory can, therefore, be used to establish the kinetics for
these systems. For systems where the diffusion is on the order of the reaction time scale
or slower, molecular dynamics methods have proven to be very useful provided one knows
or can develop the interatomic interaction potentials between the intermediates and the
surface. The full simulation of dynamics, however, can become intractable if the time scales
of interest are significantly greater than the time scales for diffusion. Systems that contain
many degrees of freedom and consist of many interacting molecules, therefore, typically
require more coarse-grained methods to advance to longer time and length scales. Monte
Carlo statistical methods are typically used to determine the lowest free energy states
and the chemical potential of complex systems. Dynamic Monte Carlo techniques, on the
other hand, are used to simulate complex kinetic behavior. We review the application of
each of these techniques to many catalytic systems in this book. An introduction to each
of these methods is provided in the Appendix.

Classical heterogeneous catalysts are the subject of four major chapters in the book. We
elaborate in detail on our current understanding of the molecular events that underline
their catalytic phenomena and attempt to deduce from these results important catalytic
reactivity concepts. This detailed understanding provides a basis for the comparison of the
mechanistic principles between heterogeneous, enzyme, and homogeneous organometallic
cluster catalysis.

We review the governing mechanisms for many of these systems thus having in mind
the leading scientific question: “What are the fundamental similarities and differences
between these systems?” We explore the use of these insights towards the design of new
catalytic systems. Of particular interest is the comparison of traditional heterogeneous
systems with biochemical systems for specific reactions. This leads to an understanding of
the fundamental differences between enzymes and chemo-systems, which tend to relate to
the differences in the adaptability of the enzyme to different stereochemical requirements
as the reaction proceeds to that of the typically non-adaptable chemical-based systems.
In addition, the biochemical systems are of great interest due to their internal complex-
ity, which appears to be responsible for formation, replication and metabolism of living
cellular systems.

Insights on chemo-evolutionary theories of proto-cellular systems are given in the final
chapters of the book, with the purpose of defining criteria or discover conditions by
which a catalytically active protocell can be designed. The biochemical catalyst design
exploits immunoresponse or evolutionary recombinatorial cell growth techniques. It has
been discovered that the processes fundamental to the formation of the microporous
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Preface

zeolites with their well defined cavities and channel systems have a number of similarities
to such biochemical processes.

The comparison of these interesting features between biochemical and chemical cat-
alysts, along with the theories on the origin of the metabolic protocellular systems, we
hope will be an inspiration for endeavors to design new catalytic systems that are able to
self assemble themselves for use in a particular catalytic application.

The book is targeted at the readership at the graduate student level. We hope that the
book will help to convince the research community of the importance of molecular level
research and the fruitfulness of theoretical approaches.

The stimulating environment of the Schuit Institute of Catalysis and the University of
Virginia and the collaboration with many colleagues and coworkers over the past 15 years
have been invaluable to us. We are grateful for the input this has provided to our work
and have used the opportunity when writing this book to use as examples many of the
results produced in our laboratories. We have placed these results in the context of the
most relevant advances in catalysis research by the international research community. Of
necessity a selection had to be made for which, we take full responsibility.

This book could have never been realized without the invaluable assistance of Joop van
Grondelle, who did most of the editing of the book. MN would like to acknowledge
the valuable input from past and present students and academic as well as industrial
colleagues. In particular, he offers special thanks to Professor Robert Davis, Michael
Janik, Dr. Randall Meyer, Chris Taylor and Dr. Sally Wasileski for their valuable input to
different sections in the book. RAvS appreciates the elucidating comments from past and
present TUE colleagues, especially Dr. A.P.J. Jansen, Professor M. Koper, Professor J.W.
Niemantsverdriet, Dr. X. Rozanska, Dr. N. Sommerdijk and Dr. E. Hensen. MN would
also like to thank his wife Dory and daughters Nicole and Sabrina for their unending love
and support and their understanding of why Dad was not able to play. RAvS thanks his
wife Edith especially for her patience and companionship on the many working visits on
behalf of the book.

Most importantly, without the love and encouragement of our spouses Edith and Dory,
we could not have embarked on or finished this endeavor.

August 2005 Rutger A. van Santen, Eindhoven
Matthew Neurock, Charlottesville
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CHAPTER 1
Introduction

1.1 Importance of Catalysis

Catalysis is ubiquitous to life as well as to society. Catalysts are used in the production
of the foods that we eat, the clothes that we wear, the energy necessary to heat and cool
our homes, the enzymatic transformations that occur throughout our body to provide
function to nearly every organ, the purification of the air that we breathe, the fuels used
in our cars, and the fabrication of the materials used in and around our homes and offices.
Catalysts are at the heart of nearly all biological as well as many chemical transformations
of molecules and mixtures into useful products. Enzymes in our body, for example, carry
out nearly all of the biological conversions necessary for us to live. They are critical in
fighting off infection, building DNA, digesting foods, moving muscles, stimulating nerves
and aiding breathing. In terms of chemical conversions, catalysts are responsible for the
production of over 60% of all chemicals that are made and are used in over 90% of all
chemical processes worldwide[1−2]. This accounts for 20% of the Gross Domestic Products
in the USA. Catalyst manufacturing alone accounts for over $10 billion in sales world-
wide and is spread out across four major sectors: refining, chemicals, polymerization,
and exhaust emission catalysts[1−2]. Refining is the largest sector with the production of
catalysts for alkylation, cracking, hydrodesulfurization, fluid catalytic cracking, hydroc-
racking, isomerization, and reforming chemistry. The value derived from catalyst sales,
however, is really only a very small fraction of the total value derived from catalysis
overall, which includes the value of the products that are produced, i.e. chemical interme-
diates, polymers, pesticides, pharmaceuticals, and fuels. The overall impact of catalysis
is estimated to be $10 trillion per year[1]. The intermediates made by catalysis are used
in the production of materials, chemicals, and control devices that cross many different
manufacturing industries including petroleum, chemicals, pharmaceuticals, automotives,
electronic materials, food and energy[1−3].

As we look to the future, catalysis holds the promise of eliminating, or at least sub-
stantially reducing, pollution from chemical and petroleum processes, electronics manu-
facturing, pharmaceutical synthesis, and stationary and vehicular emission sources. Het-
erogeneous catalysis is at the heart of many of the proposed green chemical processes
targeted to reduce emissions dramatically. A catalyst, by definition, is a material that is
used to convert reactants to products without itself being consumed. The goal then is
to tailor atomically the structure of an active catalyst so as to convert reactants directly
to products without the production of by-products along the way which typically go on
to become waste. Catalysts then by nature would help eliminate the production of side
products, thus eliminating most waste.

Fossil fuels currently make up the backbone of the US energy economy. The processing
of these fuels leads to considerable levels of CO2 production. An estimated 1.5 billion
tons of carbon in the form of CO2 is emitted each year. About 40% is produced in the
conversion of fuel into electricity. Inefficient chemical processes can also be added to the
list of major energy consumers. For example, petroleum reforming and ammonia synthesis
both consume considerable amounts of resources in order to provide the heat necessary
to drive their respective reactions. In addition, they operate at high temperatures, which
tends to lead to the greater production of combustion products and thus lower overall
selectivities. The design of catalysts which are more active would lower the temperature of
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2 Chapter 1

operation thus dramatically reducing the energy demands. There is currently a worldwide
research effort aimed at the development of new catalytic materials to reduce energy
consumption.

A third environmental issue concerns the generation of toxic waste solvents used to
carry out various liquid acid catalytic conversions. Many of today’s petroleum refining
processes carry out acid-catalyzed isomerization and alkylation reactions using corrosive
or toxic liquid acids such sulfuric acid and hydrofluoric acid. These solvents pose significant
environmental concerns. Various solid acid materials have been targeted to replace these
corrosive liquids. While there are at least three new patents on processes that can use
solid acid catalysts, nearly all alkylation processes are still carried out using liquid acids.

Perhaps one of the greatest challenges facing society over the next quarter of a cen-
tury will the production of energy resources necessary to sustain the 1010 people on the
planet. This situation has been clearly outlined by Professor Richard Smalley of Rice
University[4]. This will require a minimum of 10 terawatts of power from cheap, clean
and potentially renewable energy sources. Smalley indicates that this problem will likely
transcend many other societal issues such as water and food shortages since a solution
to the energy problem could be used in solution strategies to these others. While there
is no current solution to this major challenge to energy, catalysis is likely play a piv-
otal role. In particular, novel catalytic materials will be required for the advancement of
three major areas. The first involves the development of catalysts for the photocatalytic
reduction of CO2. Any solution strategy that uses combustion or oxidation of hydrocar-
bons to provide hydrogen still face the great challenge of dealing with CO2 emissions.
New catalytic methods that can reduce CO2 will clearly be necessary. The second area
involves the development of novel photocatalysts that could activate water leading to the
direct production of hydrogen and oxygen. The third area requires the development of
inexpensive, highly reactive electrocatalysts that are resistant to poisoning in order to
advance significantly the deployment of fuel cells. The biggest issues are associate with
fuel cells are the high overpotentials that exist at the cathode as well as the anode. This is
directly tied to their sluggish catalytic activity and the inherent dependence on Pt-based
catalysts which are rather expensive[5−6]. Meeting the energy demands of the 21st century
is clearly an unsolved dilemma where catalysis will play an important role.

As we look further into the future, it may become clear that the current practice of
the production of chemicals may be antiquated. We currently use severe temperatures
in order refine petroleum feedstocks into a range of hydrocarbon chemical intermediates.
We then subsequently attempt to add selectively oxygen or nitrogen functionality back
into the molecule by selective oxidation or amination processes, respectively, in order to
produce valuable functionalized intermediates. Nature, however, already starts with many
of these functional intermediates trapped inside the structures of carbohydrates and other
natural occurring feedstocks. In the production of specialty chemicals, it might make
more sense to try to carve out selectively the chemical and stereochemical functionality
needed directly from nature. Indeed, there is currently a strong and growing effort in
what some call the Bioindustrial Revolution[7]. The current goal is to design chemical
and biological catalysts that can convert bio-based feedstocks into chemicals and fuels.
These feedstocks are renewable and, therefore, very attractive from an environmental
standpoint. In addition, they contain a wide range of intermediates that could lead to
new products provided that we can design inexpensive catalytic materials and processes
to carry out these conversions. Some would argue though that traditional petrochemical
processes will always be cheaper and that the production of crude oil will last for many
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years into the future. Despite these arguments there are a number of processes and plants
built around the concepts of bio-renewable chemicals and energy.

It is clear that catalysis plays an important role in society today and will be a critical
technology for advancing our future.

The inception of industrial heterogeneous catalysis started early in the 20th cen-
tury with the invention of a continuous process to produce ammonia from nitrogen and
hydrogen[8]. This provided a very low cost route to produce ammonia, a major ingredient
of dynamite and agricultural fertilizers. Ammonia is currently one of the largest commod-
ity chemicals produced worldwide. The Born–Haber process to produce ammonia was a
technological breakthrough since nitrogen together with hydrogen gas could simply be
passed through a tube that contained an inorganic solid, thus promoting the two to react
to generate ammonia, which was collected at the end of the tube in a continuous fashion.
Such continuous heterogeneous catalytic processes were revolutionary since they could be
readily scaled up in order to produce desired product yields. This was in sharp contrast
to the conventional batch processes, which up to that point in time were the main modes
of industrial production.

The key to the Born–Haber process was the inorganic packing material inside the tube,
for reaction would not occur in the absence of this material. The preferred catalytic ma-
terial for this process was a fused iron doped with potassium. The nitrogen and hydrogen
reactant gases were converted to ammonia without a change in the macroscopic perfor-
mance of the catalyst material over the course of the reaction. This agrees with the classic
Berzelius definition of a catalyst: a material which will increase or decrease the rate of a
particular reaction without itself being consumed in the process.

1.1.1 Additional Suggested Textbooks on Heterogeneous Catalysis

The specific aim of this book is to provide a molecular basis and in-depth understanding
of the mechanisms involved in heterogeneous catalysis. The presentation is at an advanced
level. There are many important books on catalysis that, in general, provide either an
introductory and explanatory view of catalysis or that are focused on specific aspects of
catalysis such as kinetics or synthesis or related to industrial catalysis. Here we provide
a short list of selected relevant books for the interested reader.

These texts cover different catalytic principles and disciplines along with their application
to industrial practice. Collectively they span a wide range of material including basic con-
cepts in heterogeneous catalyst synthesis, characterization, kinetics, reaction engineering
and their application to industrial catalytic systems.

1. J.M. Thomas, W.J. Thomas, Priciples and Practice of Heterogeneous Catalysis,
Wiley-VCH, First Edition (1967), Second Edition (1997).

2. B.C. Gates, J.R. Katzer G.C.A. Schuit, Chemistry of Catalytic Processes, McGraw-
Hill (1979), integrating chemical understanding of catalytic processes.

3. C. N. Satterfield, Heterogeneous Catalysis in Industrial Practice, (1991).
4. B.C. Gates, Catalytic Chemistry, Wiley (1992).
5. R.J. Farrauto, C.H. Bartholomew, Fundamentals of Industrial Catalytic Processes.,

Blackie-Chapman and Hall (1997).
6. M. Bowker, The Basis and Application of Heterogeneous Catalysis, Oxford Science

Publishers (1998).
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7. R.A. van Santen, P.W.N.M. van Leeuwen, J.A. Moulijn, B.A. Averill, Catalysis, an
Intergrated Approach, Elsevier (1999).

8. J. Hagen Industrial Catalysis, Wiley-VCH (1999).
9. I. Chorkendorff, J.W. Niemantsverdriet, Concepts of Modern Catalysis and Kinetics,

Wiley-VCH (2003).

There are various books which cover in detail the fundamental principles established from
surface science and their application to heterogeneous catalysis:

10. R.I. Masel, Principles of Adsorption and Reaction on Solid Surfaces, Wiley (1996).
11. G.A. Somorjai, Surface Chemistry and Catalysis, Wiley (1994).
12. K. W. Kolasinski Surface Science: Foundations of Catalysis and Nanoscience, Wiley

(2001).
The following two texts describe the fundamental kinetics and modeling of heterogeneous
catalytic systems:

13. M. Boudart, Kinetics of Chemical Processes, Prentice-Hill (1968).
14. J.A. Dumesic, D.F. Rudd, L. M. Aparicio, J.E. Rekoske, A.A. Trevino, Micro Ki-

netics of Heterogenous Catalysis, American Chemical Society (1992).

There are two modern compilations on heterogeneous catalysis that are comprised of a
series of volumes which cover many aspects of catalysis. Individual sections are written
by leading experts. Both series are highly recommended as general references:

15. G. Ertl, H. Knözinger, J. Weitkamp, Handbook of Heterogeneous Catalysis Wiley-
VCH (1997).

16. I.T. Horvath, Encyclopedia of Catalysis, Wiley International (2003).

1.2 Molecular Description of Heterogeneous Catalysis

The ability to predict catalyst performance as a function of chemical composition, molecu-
lar structure and morphology is the foundation for the science and technology of catalysis.
We aim to describe the use of currently available theoretical and computational methods
for both qualitative and quantitative predictions on the molecular events on which the
catalytic reaction is based. This relates to the prediction of catalyst structure and mor-
phology as well as the simulation of dynamic changes that occur on the catalyst surface
as the result of reaction.

We will provide the reader with an introduction to fundamental concepts in catalytic
reactivity and catalyst synthesis derived from the results of computational analysis along
with physical and chemical experimental studies. The tremendous advances in nanoscale
materials characterization, in-itu spectroscopy to provide atomic and molecular level res-
olution of surfaces and adsorbed intermediates under reaction conditions, predictive ab
initio quantum mechanical methods and molecular simulations that have occurred over
the past two decades have helped to make catalysis much more of a predictive science.
This has significantly enhanced the technology of catalysis well beyond the historical
ammonia synthesis and petrochemical processes.

Herein we attempt to highlight advances in the molecular science of heterogeneous
catalysis. We will focus on the mechanistic phenomena that make catalysis possible. This
enables one to begin to answer the chemist’s questions: What are the fundamental pro-
cesses that occur at the catalyst surface and how do they act to control its remarkable
behavior? What are the molecular system parameters that control rate and selectivity for
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a specific catalytic process?. The ultimate goal would be the prediction of the catalytic
behavior of an arbitrary material along with an arbitrary catalytic reaction system. We
introduce the concepts along with a methodology that is fundamental to catalyst design,
based on mechanistic analyses. This cross-cuts a range of different sub-fields of chem-
istry including physical, synthetic, organometallic, inorganic, coordination, theoretical,
biochemical and solid state and biochemistry as well as chemical engineering.

While it is important to devise strategies that may help to predict material features
that could improve catalyst performance, let us not forget that the ability to synthesize
materials that contain these features presents yet an even greater challenge. Synthesis is
still somewhat of an art that requires marrying the knowledge and skills of the inorganic
chemist with those of the solid state chemist. The increased molecular understanding along
with its application will require increased precision in the molecular design of catalysts and
their specific features. This moves catalyst synthesis from solid state colloidal chemistry
into molecular inorganic chemistry as ideas and techniques from coordination chemistry
and organometallic chemistry now play much more important roles. The link between
well-defined molecular complexes used as homogeneous catalysts in the liquid phase and
heterogeneous catalysts applicable to gas phase catalytic reactions can be made when
synthetic approaches are developed to immobilize the organometallic complexes. This is
an important field of current research.

Significant progress has been made in terms of the design of organometallic and in-
organic complexes that provide molecular models of the reactive centers as identified by
spectroscopy. These models can therefore be manipulated at the atomic scale to help es-
tablish the necessary structural and chemical features required for the molecular design
of these systems. One of the early pioneering inventions in heterogeneous catalysis was
the discovery that increases in the catalyst surface area lead to significantly improved
catalytic efficiency. Solid heterogeneous catalysts are active because much of their surface
is exposed to the reacting molecules. Hence, the rate of the reaction increases with in-
creases in the surface area of an inorganic material. The high temperatures often applied
in the catalytic process make the application of powders difficult, since they sinter and,
hence, will rapidly lose surface area. Well-dispersed nanoscopic inorganic particles, how-
ever, can be stabilized on high surface area porous inorganic supports which can yield
substantially improved catalytic performance. The activity of these materials may be sig-
nificantly higher, due to the high surface areas afforded by these supported nanoparticles.

In the middle of the last century, synthesis techniques were developed that enabled the
fabrication of well-defined and highly regular microporous silica materials, such as zeolites,
with pore sizes comparable to the size of the molecules one would like to catalyze[9].
The appropriate matching of size and shape of these micropores with shape and size of
reactant, intermediate or product molecules has been demonstrated to be an important
factor in the control of catalytic performance. This is analogous to the lock and key
reactivity principle which was developed in the early part of the last century as a way to
describe the activity of enzymes, the biochemical proteins in living systems. This process
involves matching the shape and size of the catalytic cavity with that of the reactant
molecules.

The mechanisms which control zeolite catalytic systems show features similar to those
known in biochemistry and lead to the formulation of a more general question: What
are the basic differences between chemocatalysis for reactions carried out in man-made
catalytic systems and biocatalysis for reactions as they occur in biochemical systems?

Over the past century we have witnessed an impressive increase in our understanding
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of the molecular aspects that control heterogeneous catalytic systems due to major ad-
vances in in-situ spectroscopy, theoretical methods and computational power. Molecular
and atomic scale descriptions of the fundamental physicochemical steps involved in the
overall catalytic cycle are thus becoming possible. This same level of description has also
advanced the description of biochemical systems. As we will see later in the book, detailed
comparisons between chemical and biochemical systems can be very useful for aiding our
understanding of the common features governing both systems and also the primary differ-
ences. Nature is not only elegant in the materials it creates but in its process of discovery.
The comparisons between biochemical and heterogeneous catalytic systems may therefore
provide a wealth of information not only in ideas for new biomimetic materials but also
in the development of novel catalyst discovery processes.

A detailed analysis of the chemistry alone reveals that catalysis is not comprised of a
single elementary event, but is a complex phenomenon in which the elementary reaction
as well as the catalyst can both take part in feedback cycles. We examine this unique
catalyst feedback cycle by probing the possible mechanisms involved in the conversion of
a catalytic material from its initial state towards its catalytically active state.

Earlier we gave the classical Berzelius definition for a catalyst as is found in most
textbooks, i.e. a material which enhances a particular reaction but is not used or consumed
in the process. Decades of fundamental research have shown that the working catalyst is a
dynamic entity that can continuously change. The reactive surface structure is metastable
and, in some cases, even mobile. Active sites are formed and consumed dynamically either
through surface reactions or through structural changes in catalyst surface topology. Some
have described the catalyst as a living system whereby active sites and ensembles must
be continuously reborn.

During the course of a catalytic reaction many sites, regions on the catalyst surface
or actual catalytic particles can interact. Under some conditions, these sites or regions
can communicate with one another and thus lead to self-organizing phenomena that
occur in both space and time. This provides information on the complexity in catalytic
reaction system, that once again can be related back to phenomena that are well known
in biocatalytic systems.

We will discuss the molecular basis of chemocatalysis in comparison with related as-
pects of biocatalytic systems. This will enable us to elucidate the molecular foundation
and mechanisms for catalytic reactions and also provide a broader perspective to these
principles. In many instances, the refinement of the biological system is often lacking in
the chemo-systems. Current challenges in chemocatalysis are related to a more complete
understanding of these issues.

The complexity of the catalytic reaction is a common thread through most of the
chapters that follow. We describe the issues associated with the different time and length
scales that underpin the chemical events that constitute a catalytic system. For example,
a typical time scale for the overall catalytic reaction is a second with characteristic length
scales that are on the order of 0.1 micron. The time scales for the fundamental adsorption,
desorption, diffusion and surface reaction steps that comprise the overall catalytic cycle,
however, are often 10−3 sec or shorter. The time scales associated with the movement
of atoms, such as that which must occur for surface reconstruction events, may be on
the order of a nanosecond. The vibrational frequencies for adsorbed surface intermediates
occur at time scales on the order of a few picoseconds. The different processes that occur
at these time scales obey different physical laws and, hence, require different methods
in order to calculate their influence on reactivity. In this book we will show how the
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description of these processes should be integrated in order to provide predictions on the
performance of catalytic systems.

A proper kinetic description of a catalytic reaction must not only follow the formation
and conversion of individual intermediates, but should also include the fundamental steps
that control the regeneration of the catalyst after each catalytic turnover. Both the cat-
alyst sites and the surface intermediates are part of the catalytic cycle which must turn
over in order for the reaction to remain catalytic. The competition between the kinetics
for surface reaction and desorption steps leads to the Sabatier principle which indicates
that the overall catalytic reaction rate is maximized for an optimal interaction between
the substrate molecule and the catalyst surface. At an atomic level, this implies that
bonds within the substrate molecule are broken whereas bonds between the substrate
and the catalyst are made during the course of reaction. Similarly, as the bonds between
the substrate and the surface are broken, bonds within the substrate are formed. The
catalyst system regenerates itself through the desorption of products, and the self repair
and reorganization of the active site and its environment after each catalytic cycle.

This reorganization may be governed or, at least, aided, by self organization phenom-
ena. In heterogeneous catalytic systems, molecular events that occur at different positions
on the catalyst surface can interact through diffusion or surface strain. These interac-
tions can lead to complex self organization phenomena when the catalytic cycle proceeds
through the elementary reaction steps that constitute this cycle. The time and length
scales for these self organization phenomena are typically on the order of seconds and
microns, respectively. Self organizing spatial patterns can be formed due to the coupling
of autocatalytic reaction steps and diffusion concentration gradients. Wave fronts in the
form of spirals or pulses can also result. Ertl and co-workers were the first to demonstrate
this experimentally for reactions catalyzed by single crystal transition-metal surfaces[10].
Self organizing systems are well known in biology and are related to systems that self
replicate. Computational approaches suitable to the simulation of these processes are
based on the concept of cellular automata, a technique which is just beginning to be used
to simulate the kinetics for chemical catalytic systems.

As discussed in Chapter 9, perhaps the most elegant biocatalytic system which demon-
strates the next higher level of organization is that for the immunoresponse system. This
is a biological system that operates through a combinatorial chemical process. A particu-
lar catalytic antibody is selected and amplified in response to a specific reacting molecule,
the antigen. If the shape of the antigen molecule is similar to the shape of the transition
state for of the reaction intermediates involved in a chosen reaction, it can induce the
production of catalytically active antibodies with high selectivity for a chosen particular
reaction.

Interestingly, the inorganic chemistry and kinetics for template-directed zeolite synthe-
sis is rather analogous to that of the biocatalytic system. Aluminosilicate oligomers are
consumed during zeolite synthesis through the formation of a template aluminosilicate
complex. The complex is unique for the zeolite system and subsequently crystallizes. The
template can be chosen to resemble the transition state for a specifically desired reaction,
thus serving as a catalyst designed to enhance the rate of a pre-selected reaction. This is
directly analogous to an antigen-induced antibody synthesis. The difference between the
biological and chemical systems is that that the chemical system does not replicate.
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1.3 Outline of the Book

While the primary focus of the book is on the molecular basis of heterogeneous catalysis, a
final chapter (Chapter 9) is partially devoted to the description of self organizing catalytic
systems that lead to the formation of (proto) cellular systems. The design of self organizing
and replicating catalytic systems can be considered one of the ultimate goals of molecular
heterogeneous catalysis. This chapter is concluded with a description of the physical
chemistry of biomineralization and analogous processes to produce microporous systems
with widely varying organization of their micropores.

Between the initial chapter and the final chapter, we present a more conventional treat-
ment of molecular heterogeneous catalysis, with a focus on surface catalytic elementary
reaction steps and their connection to overall catalytic behavior for a series of different
substrates including metals, zeolites, metal oxides and metal sulfides.

As an introduction to the principles in molecular heterogeneous catalysis, we focus
in Chapter 2 on basic elementary concepts in heterogeneous catalysis including cat-
alytic reaction cycles, mechanisms for the regeneration of the catalytic active site and
the Sabatier principle, which relates catalytic activity with free energy associated with
reactant-catalyst interactions. These general concepts provide the constructs necessary
to begin to establish molecular level theories and models. The lock-and-key model along
with specific modifications to this model are described and used to compare with theories
for steric control in homogeneous and heterogeneous catalysis. Steric control in homoge-
neous catalysis is established by ligand choice, an art that has became increasingly refined
over the past few years due to the drive to design homogeneous catalysts with high enan-
tiomeric selectivities. Steric control in heterogeneous surface catalysis is assisted by the
coadsorption of shaped adsorbates. In an organizational sense, these shaped adsorbates
can be considered as a primitive version of ligands attached to single-site organometallic
catalysts.

A very useful procedure to analyze transition states in heterogeneous catalysis relates
changes in the activation energy for a particular elementary reaction step with changes
in the overall reaction enthalpy for that step over a family of similar catalytic materials.
This is the Brønsted–Evans–Polanyi relationship. It is also analogous to the Hammett
relationship pioneered in physical organic chemistry that linearly relates the activation
barriers for a family of substituted aromatics with a substituent parameter. The Brønsted–
Evans–Polanyi relationship as well as other linear free energy relationships hold when
the molecules or catalytic materials fall within the same family. The entropic changes
across a reaction family are either considered negligible in comparison with the enthalpic
contributions or are linearly related to the changes in enthalpy. The entropic changes can
be estimated by an understanding of the type of transition for the reaction in question
and the difference between early and late transition states.

The final section in Chapter 2 deals with the molecular aspects of transition-metal catal-
ysis. It serves as an introduction to Chapter 3. A characteristic feature of the transition-
metal surfaces under catalytic conditions is their potential to restructure. Adsorbate over-
layer adsorption can induce the surface to reconstruct with rapid diffusion of the metal as
well as the overlayer atoms. The state of the surface may start to resemble that of a solid
state compound. The state of the surface is not only strongly influenced by the compo-
sition of the reactant gas, but can also be strongly affected by the addition of promoters
or other modifiers, that can result in alloy formation or new complex surface phases.

In order to describe the active sites and the associated kinetics, two predominant the-
ories ascribed to Langmuir and Taylor have prevailed in heterogeneous catalysis. In the
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Langmuirian view, the active catalytic surface is comprised of a uniform distribution of
static sites that do not interact with one another. This is sharply contrasted by the Taylor
view, which proposes vacancies and topologically unique surface atom configurations as
the centers of reactivity. The Langmuirian idea of a catalytically reactive surface leads
to the ensemble effect that ascribes the changes in the selectivity for an alloy surface to
the dilution of multi-atom surface ensembles in the alloy induced by mixing inert compo-
nents into the active surface. In this view, the selectivity of a particular reaction depends
predominantly on the number of reactive surface atoms that participate in elementary
reaction events.

Recent surface science discoveries, however, demonstrate that step edges and defect
sites display markedly lower activation barriers than terrace sites, and thus promote the
Taylorian view of catalysis. The selectivity can be strongly influenced by the specific
poisoning of these step edge sites. For a number of hydrocarbon conversion processes,
these steps will be the most active and lead to potential C–H and C–C bond breaking
steps which can ultimately result in deactivation via the formation of surface graphene
overlayers.

In Chapter 3, we extend the general concepts developed in Chapter 2 on chemisorp-
tion and surface reactivity to establish a fundamental set of theoretical descriptions that
describe bonding and reactivity on idealized metal substrates in Chapter 3. There is an
extensive treatment of the adsorbate transition-metal surface bond, its electronic struc-
ture, bond strength and its influence on its chemical activity. Attention is given to periodic
trends in the interaction energy as a function of transition metal and also on the depen-
dence in transition-metal structure.

To illustrate the use of this type of information, an extensive analysis of C–H and C–C
bond activation and formation reactions is given. The chapter is concluded with a section
that focuses on experiments and theories that explicitly consider lateral effects between
adatoms and molecules.

We transfer some of the general concepts developed for the chemical bonding on metals
in Chapter 3 to describe the bonding and reactivity that occur in zeolites in Chapter 4.
Zeolites are mesoporous systems that have well-defined atomic structures, in contrast with
the ill-defined structures of supported metals. This well-defined structure allows them to
benefit greatly from the close ties between theory and spectroscopy. This combination of
theory and experiment helps to provide for a more detailed understanding of the intrinsic
and extrinsic factors that control catalytic reactivity. In the analysis of reactions carried
out on zeolites, it becomes clear that the micropores of the zeolite play an important role
in dictating their catalytic performance. In order to understand the mechanistic factors
that control the sorption and reactivity in zeolites, we focus on two general features in
our analysis: the nature of solid acid acidity and the influence of the micropore size and
shape on catalysis. Ab initio quantum mechanical calculations now allow for a detailed
analysis of reaction intermediates and transition states for reactions of practical interest
along with more realistic models of the active sites that capture the full pore cavity. Some
of the key concepts developed in this chapter include the importance of pre-transition
state stabilization, the screening of the charge separation when charged protons activate
bonds, and physical effects that relate to adsorption and diffusion.

Complexity in zeolite catalysis can take on various forms. We focus on two of the
challenging issues herein. The first involves the complexity of treating multicomponent
systems. There is a strong non-additive behavior for the adsorption isotherms for mul-
ticomponent mixtures found in zeolites. This can dramatically affect the selectivity of
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the zeolite for specific reactions. The complexity also obscures a fundamental analysis
based on isotherms of individual molecular fragments. The second challenge relates to the
analysis of catalysis by cationic complexes in zeolites which show a strong dependence on
the chemical state of the cationic complex, as well as self organizing features. Theory and
simulation have helped to gain insight into both of these challenges by its ability intrin-
sically to simulate multicomponent systems and the chemistry of cationic complexes in
zeolites, respectively.

The results from this chapter on zeolite catalysis provide a good reference point for
the discussion presented later Chapter 8 where we compare heterogeneous catalysis and
biocatalysis. The similarity between the Michaelis–Menten kinetic expression for enzyme
catalysis and the Langmuir–Hinshelwood kinetic models for heterogeneous catalysis are
noted. This ultimately derives from the conservation in the number of active reaction
centers for both systems. However, the more refined synergy of the activation of molecular
bonds by the enzyme will become apparent as a major difference between the two.

This general understanding of the similarities, as well as the differences, between bi-
ological and heterogeneous catalysts has been the basis for numerous attempts in the
literature to synthesize novel chemical systems that mimic enzymes. In Chapter 7, we
will review some of the major advances that have taken place, which will also help to
highlight further routes for new research. Another important characteristic for enzyme
systems is that they are often part of an electrochemical bio-systems and can therefore
be considered as bio-electrodes. This implies that electron-transfer catalysis governs their
performance. Hydrogenation, for example, tends to occur in biosystems via the combi-
nation of electron transfer and reaction with protons. We present a short discussion on
the bio-catalytic reduction of nitrogen, and subsequently compare it with the traditional
heterogeneous nitrogen reduction by the iron heterogeneous catalyst.

We extend our understanding of the concepts of chemical bonding and reactivity
learned in Chapter 3 on metals and Chapter 4 on zeolites to catalysis over metal ox-
ides and metal sulfides in Chapter 5. The features that lead to the generation of surface
acidity and basicity are described via simple electrostatic bonding theory concepts that
were initially introduced by Pauling. The acidity of the material and its application to
heterogeneous catalysis are sensitive to the presence of water or other protic solvents. We
explicitly examine the effects of the reaction medium in which the reaction is carried out.
In addition, we compare and contrast the differences between liquid and solid acids. We
subsequently describe the influence of covalent contributions to the bonding in oxides and
transition to a discussion on the factors that control selective oxidation.

Selective oxidation requires an understanding of the active metal cations in complex
solid state matrices and their changes in complex reaction environments. The active sys-
tems are controlled by the oxidation state and the coordination number of the metal
cations, the interaction between the oxide and the support, the domain size of the ac-
tive cluster, the electronic properties of the active domain and the influence of the oxide
support, the presence of defect sites, the surface morphology and surface termination.
The metal cations are analogous to the single metal cation centers used in homogeneous
catalysts but are now influenced by the presence of the oxide media in which they exist.

Many selective oxidation reactions demonstrate a strong synergy of combining both
acid/base and redox functionality. Nature does this in a transparent way by strategically
placing these functions in unique positions so as to enable both functions to act syner-
gistically. The key to many oxidation reactions will likely also require a delicate balance
between the strength as well as the specific spatial arrangements of acid, base and oxi-
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dation sites. The reactivities of reducible oxides or sulfides have many similarities with
one another and also with coordination complexes. The close collaboration between the-
ory, fundamental surface science studies and industrial experiments has helped to reveal
the nature of the active sits for hydrodesulfurization (HDS). The current model of the
active sulfide surface under practical sulfiding conditions is that the Mo edge and the
sulfur edge of supported MoS2 particles are coordinatively saturated with sulfur. How-
ever, metal atoms which are just inside of this edge are shown to be partially reduced
with vacant sulfur sites on the surface. These sites form a brim at the surface whereby
sulfur-containing molecules can adsorb and undergo desulfurization. The addition of Co
to the supported MoS2 is well know to promote HDS activity. The promotional effects
have been speculated to be the result of the weaker Co–S bond over that of the Mo–S
bond.

Electrocatalysis by chemical systems is extensively discussed in Chapter 6. The chapter
provides a direct comparison between reactions occurring at the gas-solid interface with
those occurring at the liquid-solid interface. Systems are specifically chosen that have
been studied at both the gas-solid interface as well as in the liquid phase only. The latter
case involves catalytic reactions carried out with organometallic coordination complexes.
This provides an opportunity to compare catalysis at the surface-liquid interface with
homogeneous catalysis with coordination complexes. More specifically, we describe the
oxidative acetoxylation of ethylene to form vinyl acetate. Results from both homogeneous
catalytic reactions carried out in solution as well as over ideal metal surfaces exist to
provide guidance and help to interpret computational results. We subsequently transition
into electrocatalysis over a metal substrates. In order to illustrate the comparison between
reactions that are run in the gas phase with those run electrocatalytically, we specifically
examine ammonia oxidation since there is an extensive data base for both gas phase
as well as electrocatalytic reactions. In the presence of protic or aqueous medium, the
solvent can enhance catalytic reactions by stabilizing polar transition states as reported
in most physical organic chemistry text books. The solvent molecules can also specifically
participate in the reactions themselves. An important example is the proton-transfer
reaction. Consequences of the latter effect are extensively discussed.

The concluding chapters in the book attempt to draw analogies between the concepts
regarding the self-assembly and the catalytic propagation of the elementary structures in
the origin of life and the analogous active self-sustaining features required for heteroge-
neous catalysis. As mentioned earlier, an important reason to include this topic in the
book is that it offers insights into novel strategies for the development of new catalytic
systems. More specifically, we describe biomineralization strategies that have been used
to synthesize silica materials with pore sizes architecture over different length scales.

The book is concluded with a final chapter that summarizes the key concepts presented
in the book in a concise way. To some extent, Chapter 10 can be used as a glossary
highlighting the important concepts presented throughout the book that govern catalysis.

1.4 Theoretical and Simulation Methods

One of the ultimate goals in modeling heterogeneous catalytic reaction systems would
be the development of a multiscale approach that could simulate the myriad of atomic
scale transformations that occur on the catalyst surface as they unfold as a function
of time, processing conditions and catalyst structure and composition. The simulation
would establish all of the elementary physicochemical paths available at a specific instant
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in time, determine the most likely reaction paths by which to proceed and then accurately
calculate the elementary kinetics for each process along with the influence of the local
reaction environment internal on the simulation. In addition, the simulation would predict
how changes in the particle size, shape, morphology, chemical composition and atomic
configurations would influence the catalytic performance, including activity, selectivity
and lifetime. Modeling the spatial surface and gas phase composition along with the
temperature would enable us to follow self organization phenomena also.

This is obviously well beyond what we can currently simulate. Even subsystems of this
would be quite difficult to carry out with any meaningful accuracy. This does not mean,
however, that theory is of little use and should be abandoned. On the contrary, one of the
primary goals of this book is to highlight the impact that theory has made in establishing
governing catalytic principles important for the science of catalysis. Many of these ideas
could not have been conceptually or quantitatively obtained without the help of state of
art computational methods.

The detailed prediction on the state of adsorbed species can be validated by compari-
son with experimental studies on well-defined model surfaces and model catalytic systems
under controlled reaction conditions for which adequate theoretical modeling techniques
are available. This includes the prediction of adsorbate surface structure, their proper-
ties and their reactivity. This can be determined by comparing the surface structure of
adsorbed intermediates under idealized conditions measured through scanning tunneling
microscopy (STM), and low energy electron diffraction (LEED), vibrational frequencies
from high resolution electron energy loss spectroscopy (HREELS) or reflection adsorption
infrared spectroscopy (RAIRS), and their adsorption and reactivity measured from tem-
perature programmed desorption (TPD) and temperature programmed reaction (TPR)
spectroscopy, or microcalorimetry. This provides quantitative information on the elemen-
tary adsorption and reaction steps that occur on these model surfaces.

The understanding of catalysis, however, will require modeling the differences in surface
structure between the ideal single crystal surfaces studied under ultrahigh vacuum (UHV)
conditions and those likely present for the supported particles used industrially. This is
typically called the materials gap in surface science. In addition, the understanding of
catalysis will also require a move from the ideal conditions of the UHV and those modeled
quantum mechanically to industrially relevant conditions. The difference in pressure for
experiments carried out under UHV and those under catalytic conditions can be as high as
ten orders of magnitude. This can significantly alter the surface coverages and composition
and thus lead to significant changes in the rate. This is known as the “ressure gap”.

The disparate time and length scales that control heterogeneous catalytic processes
make it essentially impossible to arrive at a single method to treat the complex structural
behavior, reactivity and dynamics. Instead, a hierarchy of methods have been developed
which can can be used to model different time and length scales. Molecular modeling of
catalysis covers a broad spectrum of different methods but can be roughly categorized
into either quantum-mechanical methods which track the electronic structure or molecular
simulations which track the atomic structure (see the Appendix).

The ability to calculate the intrinsic catalytic reactivity of bond-breaking and bond-
making events requires a full quantum-mechanical description of these events. The sim-
ulation of catalyst structure and morphology or reaction kinetics, on the other hand,
would be more easily simulated via atomistic scale simulations, provided the appropriate
interatomic potentials or intrinsic kinetic data exist. Over the past decade, it has become
possible to derive such data from ab initio calculations, thus allowing for a hierarchical
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approach to modeling.
There are a number of excellent reviews and discussions about the advances that have

taken place in quantum-mechanical method development and their ability to calculate
a host of different material properties[11] . We therefore, do not go into this in detail
in this book. Instead, we present a short overview of covering salient features of the
different theoretical and computational methods and their application to catalysis. This is
presented in the Appendix along with references to more detailed reviews on the different
methods.

The path taken over the past decade for most reseachers modeling catalytic systems has
been to move to first-principle quantum mechanical methods to describe bond-breaking
and -making steps since they provide a reliable degree of accuracy. While there is still
work on the development of semiempirical methods to describe transition metals more
accurately, many of those modeling catalysis have abandon semi-empirical approaches, at
least for the near future. High-level coupled cluster ab initio methods which attempt to
simulate the wavefunction accurately exist and, in principle, provide the highest level of
intrinsic accuracy as they can predict the heats of formation that are on the order of 4
kJ/mol or less in terms of accuracy. They can only treat, however, systems with less than
about 10 heavy atoms. This is the level of accuracy that is required in order to predict
rates of reaction with a significant degree of confidence. The computational requirements
necessary even to come close to this level of accuracy for reliable catalytic models are
currently well outside the reach of even today’s fastest multiprocessor computers.

Two other approaches have been taken in order to model the active site and its envi-
ronment. The first has been to use somewhat less accurate quantum-chemical methods
to obtain a more qualitative understanding of the key surface states, reaction pathways
and mechanism. The key parameters can then be refined by the use of high level theory
and/or experiments on model systems which are much smaller. The main benefit of theory
then has been the design of a physically justifiable microscopic description of the catalytic
system, with a qualitatively correct conceptual understanding.

The second approach has been to develop a model of the interactions that occur be-
tween the reactant intermediates and the catalyst surface using a force field that has
been empirically or theoretically obtained using a well-defined model system. Molecular
mechanics and molecular dynamics studies can then be used to simulate properties of the
system which can be compared with experiment. This is the more conventional approach
in enzyme catalysis[12].

Most of the calculations on heterogeneous catalytic systems today use ab initio density
functional theoretical methods. DFT (density functional theory) is fairly robust and al-
lows a first-principle-based treatment of complex metal and metal oxide systems whereby
electron correlation is included at significantly reduced CPU cost. DFT can be used to
calculate structural properties and typically reports accuracies to within 0.05 Å and 1-
2◦, overall adsorption and reaction energies that are typically within 20-35 kJ/mol and
spectroscopic shifts that are within a few percent of experimental data.

A comparison between experimental adsorption energies for different adsorbates on
different metal surfaces estimated from UHV temperature-programmed desorption studies
and those calculated using density functional theory is shown in Fig. 1.1a. Although this
is a very useful first step, the differences are certainly not within the 5 kJ/mol engineering
accuracy that one would like. Figure 1.1b shows a comparison between HREELS and DFT
calculated vibrational frequencies for maleic anhydride adsorbed on Pd(111).

The success in modeling catalytic systems depends not only on the accuracy of the
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Figure 1.1. (a) Comparison of calculated and experimental chemisorption energies for different adsor-
bates on different metal surfaces and (b) vibrational frequencies for surface adsorbates such as maleic

anhydride bound to Pd(111)[13].

methods employed, but also on the reality of the model chosen to mimic the actual
reaction system studied. A single metal atom, for example, would be a poor choice for
modeling a transition-metal surface regardless of the accuracy of the method used. The
model can not capture the metal band structure. This leads to errors that are at least as
large as those from the accuracy of the method.

There are three different techniques that are currently used to model the structure at
the active site, known as cluster, embedded cluster, and periodic methods. Each method
has its own set of advantages and disadvantages. Characteristic models for each of these
systems are presented in Fig. 1.2.
In the cluster approach, a discrete number of atoms is used to represent only the very
local region about the active site. The basic premise is that chemisorption and reactivity
are local phenomena, primarily affected only by the nearby surface structure.

In the embedded cluster approach, a rigorous QM method is used to model the local
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region about the active site. This primary cluster is then embedded into a much larger
model which simulates the external structural and electronic environment. The outer
model employs a much simpler quantum-mechanical treatment or an empirical force field
to simulate the external environment but still tends to treat the atomic structure explic-
itly. This minimizes cluster-size artifacts. The outer model can subsequently be embedded
in yet a third model, which is made of point charges in order to treat longer range elec-
trostatic interactions and the Madelung potential.

Figure 1.2. Three approaches and examples for modeling chemisorption and reactivity on surfaces.

(Left) cluster approach, maleic anhydride on Pd; (center) embedding scheme: ammonia adsorption in a
zeolite cage; (right) periodic slab model: maleic anhydride adsorption on Pd(111).

The last approach is the periodic slab method. In this approach one defines a unit cell
which comprises a large enough surface ensemble. Periodic boundary conditions are then
used to expand the cell in the x, y, and/or z directions, thus providing the electronic
structure for linear, slab (surface), and bulk materials, respectively.

In later chapters we will meet applications of all of these approaches in the solution of
a number of the example systems described.

On transition metals it has been suggested that a well-chosen cluster of 20-30 atoms
enables one to simulate the interaction of an isolated molecule with a transition-metal
surface provided that there are no atoms in the surface which form bonds to the adsorbate
that are left coordinatively unsaturated.[14]

In ionic systems it is essential to chose clusters that are electrostatically neutral, other-
wise electrostatic boundary effects tend to dominate computed results. In the application
of embedded methods care has to be taken to correct properly for boundary effects be-
tween cluster and medium. Madelung electrostatic field simulations have to be done with
proper choice of charges and dielectric constants. For these reasons periodic calculations,
when feasible, are typically preferred for ionic systems.

Ab initio quantum-chemical methods can be used to calculate a range of relevant
properties for homogeneous and heterogeneous catalysts. The size of the system that can
be examined, however, is still quite small in comparison with the features that make up
the actual system.

Structural Monte Carlo simulations can explore significantly larger system sizes due
to the fact that they only treat interatomic interactions with no focus on the electronic
structure[15] . The interatomic potentials that are necessary for structural simulations can
be derived either from experiment or from rigorous QM methods. Potentials of choice for
ionic systems are typically additive potentials such as the rigid ion potentials, that depend
on charges, bond distances, and bond angle or shell model potentials that also contain
terms that describe polarization. Potential parameters can be deduced by comparison
with theory[16] or experiment.
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Both the embedded atom method (EAM) and effective medium theory (EMT) have
been used with some success to model the structure and composition of metal systems.
In EAM, the potential is not linear in the number of neighbors and depends on the
electron density. The parameters for both theories can be deduced from experiments[17]

or theory[18]. These systems, for the most part, have been limited to looking only at
the properties of only the metal atoms without adsorbates since there were few metal-
adsorbate potentials. Recent simulations by van Beurden and Kramer[18] indicate that
with some effort modified embedded atom (MEAM) potentials can be established for
adsorbates in order to simulate the dynamics of the species on metal substrates.

Statistical mechanical Monte Carlo[19] as well as classical molecular dynamic meth-
ods can be used to simulate structure, sorption, and, in some cases, even diffusion in
heterogeneous systems. Kinetic Monte Carlo simulation is characteristically different in
that the simulations follow elementary kinetic surface processes which include adsorption,
desorption, surface diffusion, and reactivity[20]. The elementary rate constants for each of
the elementary steps can be calculated from ab initio methods. Simulations then proceed
event by event. The surface structure as well as the time are updated after each event. As
such, the simulations map out the temporal changes in the atomic structure that occur
over time or with respect to processing conditions.

A much more in-depth description of the full range of different ab initio quantum
mechanical methods, free energy and kinetic Monte Carlo methods, molecular dynamics,
ab initio molecular dynamics and linear scaling methods is given in the Appendix.
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CHAPTER 2
Principles of Molecular Heterogeneous Catalysis

2.1 General Introduction

The three predominant criteria for the development and the design of new catalytic ma-
terials are that they:

1. are highly active
2. produce only the desired products and
3. maintain activity for prolonged periods of time.

All three of these factors are controlled by the kinetics of the elementary steps in the
overall catalytic cycle. The activity is defined as the rate at which the overall catalytic
cycle turns over and is dictated by the rate-limiting step or steps in the overall process.
These steps can include adsorption, desorption, specific surface reaction steps and even
surface diffusion. The selectivity of a reaction is defined as the percentage of desired
product molecules that are part of the product spectrum. A 100% selectivity is always
desired but never fully realized. The lifetime of catalysts is related to the selectivity of
a desired coproduct poisoning the catalyst. As discussed in the previous chapter, theory
along with fundamental experiments have advanced considerably over the past decade
and can be used to determine the energetics for elementary reaction steps as well as the
overall thermodynamics. This information can be used to help determine the kinetics
by the application of theories or kinetic principles in physical chemistry including the
Sabatier principle, transition state theory, and the Brønsted–Evans–Polanyi relationship
, thus allowing one to relate overall thermodynamic parameters to the rates of catalytic
reactions. In this chapter we describe the development and application of these principles
to modeling heterogeneous catalytic systems.

Catalytic reactivity is controlled by the combination of intrinsic chemical reactivity
and the extrinsic heat and mass transfer effects related to the catalyst morphology and
reactor configuration. We will mainly focus on the intrinsic activity except in the cases
where it is difficult to uncouple these phenomena such as in the reaction and diffusion in
porous materials, which is covered in Chapter 4.

The kinetics of a catalytic system are dictated by the nature of the chemical complex
formed as the result of the interactions between atoms in the catalyst and the adsorbate.
The reactivity of the complex is controlled by local as well as long range chemical effects. A
classical question in heterogeneous catalysis is whether the catalytic sites can be described
with either a Langmuir[1] or Taylor[2] model. These models refer to local descriptions of
the active site. According to the Langmuir model, all sites are considered to be similar. In
the Taylor model, however, there is a distribution of different sites, and catalysis occurs
at a small fraction of unique sites.

A second important question involves the range of the chemical interactions. It is now
well known that the nature of the reaction environment about the active catalytic site can
be just as important in describing and potentially controlling the catalytic performance
as the intrinsic chemical interactions in the catalytic complex. The reaction environment
includes the influence of the solvent media; solid state matrix, i.e. the effects of the
cavity, the support, alloy composition and structure, and defects at the catalyst surface;
long-range electrostatic forces between the catalyst and the reactive complex; relaxation
and reconstruction of the surface; promoters and lateral interactions between surface
adsorbates that change with reaction conditions.
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The third predominant issue refers to whether the active site and its environment
can be treated statically or whether one must follow their dynamics. Interesting physical
effects and phenomena can arise from the coupling of the surface mobility along with
intrinsic chemical reactivity which include kinetic oscillations and self organized pattern
formation under particular catalytic conditions. As an organizing principle for the chapter,
we use the concepts outlined above, and for this reason, different catalytic systems will
be discussed under the same headings.

This chapter proceeds with a general discussion of the overall catalytic cycle and
Sabatier’s principle in order to illustrate the comparison of relative kinetic and ther-
modynamic steps in the overall cycle. This is followed by a fundamental discussion of
the intrinsic surface chemistry and the application of transition state theory to the de-
scription of the surface reactivity. We discuss the important problem of the pressure and
material gap in relating intrinsic rates with overall catalytic behavior and then describe
the influence of the “tatic” reaction environment including promoters, cluster size, sup-
port, defects, ensemble, coadsorption and stereochemistry. Lastly, we discuss the transient
changes to the surface structure as well as intermediates and their influence on catalytic
performance.

2.1.1 The Catalytic Cycle

2.1.1.1 The Sabatier Principle

When the concept of catalysis was first formulated, the idea that the catalytic reaction
is actually a catalytic cycle was not at all obvious. In 1836 Berzelius defined “catalytic
force” as the process responsible for catalysis in which the decomposition of bodies was
caused by the action of another simple or compound body. Faraday later showed that
a catalytically reactive surface was chemically altered by contact with reacting gases. It
was not, however, until after chemical thermodynamics had been developed that a more
scientific understanding of catalysis was formulated. In 1896 Van’t Hoff demonstrated that
the rate of a catalytic reaction depended upon the amount of catalyst. Soon after Ostwald
defined a catalyst to be a substance that changes the velocity of a reaction without itself
being altered in the process. A catalyst, however, must operate within the thermodynamic
limits of the reacting system[3].

The reaction conditions for a specific system are defined by the overall thermodynamics
of the reaction. The catalyst facilitates the adsorption of the reactants and their subse-
quent conversion into products. An important feature, however, is that the products must
be rapidly removed from the surface in order to regenerate active surface sites. These ideas
led to the concept that the catalytic reaction is comprised of a “cycle” which is made up
of elementary physicochemical processes. At the most basic level, catalysis is comprised
of at least five elementary steps:

– Chemisorption
– Dissociation/activation
– Diffusion
– Recombination
– Desorption

The incorporation of these steps into a cycle and the overall concept of the catalytic cycle
are illustrated for the catalytic decomposition of N2O over a catalytic substrate in Fig. 2.1.
N2O is an environmentally detrimental molecule. It is produced as an undesirable product
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Figure 2.1. Schematic illustrationof the catalytic cycle of reaction events for the decomposition reaction

of N2O.

in automotive exhaust catalysis as well as in nitric acid synthesis. It is a precursor to nitric
acid production in the stratosphere. Conventional catalysts for N2O decomposition are
the transition metals and the transition-metal oxides.

Chemisorption is defined as the adsorption of reactants or intermediates on the catalyst
substrate with an interaction energy with the surface which is strong enough to form
chemical bonds between the adsorbate and the surface and to weaken internal bonds
within the adsorbate. This helps to aid dissociation processes. In order for the N2O
molecule to decompose it must bind strongly to the catalyst surface, thus weakening
the internal N–O bonds. The interaction energy must therefore be strong enough to
overcome the N–O bond energy in N2O. When N2O decomposition is the rate limiting
step, the rate of the catalytic reaction should increase with increase of the N2O-catalyst
interaction energy. On the other hand, the fragment molecules generated on the surface
by decomposition of N2O have to desorb in order to regenerate the free catalytic sites
necessary to continue the cycle. Hence, when the interaction between product molecules
and the catalyst becomes too strong the desorption of product molecules becomes rate
limiting. The rate will then decrease with increasing interaction energy of products with
the catalyst. This ultimately leads to a balance of the catalyst-adsorbate bond strength
so as to activate the adsorbate but avoid poisoning of the surface. This balance results
in a volcano-type plot of rate against reactant-interaction strength whereby the rate
increases up to a particular interaction strength known as the Sabatier maximum and
then decreases. This shape of the plot is a consequence of the Sabatier principle (see Fig.
2.2). The rate of a catalytic reaction is maximized at an optimum interaction strength
of the reactants with catalyst[4]. This provides a rational strategy for the optimization of
catalytic rates. For instance, by comparing different catalysts for the same reaction and
measuring the reactant-adsorption energies and catalytic rate, one can determine whether
the reaction rate increases or decreases with adsorption energy of the reactants. If one
then uses trends in measured or computed adsorption energies as a function of material,
one can select surfaces that might improve catalytic performance.

The order for a monomolecular reaction changes from positive in the reactant concen-
tration to the left of the Sabatier maximum to zero or negative order in the reactant
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Figure 2.2. Sabatier principle. Catalytic rate is a maximum at optimum adsorption strength.

concentration to the right of the Sabatier maximum. This corresponds to a low surface
concentration of adsorbed intermediates on the left side of the optimum and an increasing
surface coverage to the right side.

Sabatier-type volcano plots have been constructed for a number of different commer-
cially relevant systems[3] . A simple kinetic expression that simulates the Sabatier result
is found when one realizes that the decomposition of molecules requires a vacant site for
molecular fragments to adsorb on. For instance, in the N2O decomposition reaction, the
dominant surface species (most abundant reaction intermediate)[5] is atomic oxygen (O),
which is in equilibrium with the gas phase. When the slow step in the reaction is disso-
ciative adsorption of N2O, the mean-field kinetic rate expression for N2O decomposition,
normalized per unit surface area of catalyst, becomes:

rN2O = kdec[N2O](1 − θ0) (2.1)

where kdec is the rate constant for N2O decomposition, θ0 is the coverage of surface oxy-
gen and nitrogen atoms and [N2O] is the gas phase concentration of N2O.
While kinetic rate expressions such as Eq. (2.1) are widely used, they are considered as
very approximate. Generally the rate constants, as well as the equilibrium constants, can-
not be considered concentration independent and therefore are only effective parameters.
Therefore, when they are measured in the laboratory, they will inherently be a function
of the conditions under which the reaction was performed. This will be described more
extensively in Chapter 3 on metal catalysis.

On transition metals or transition metal oxides, the rate of O2 desorption (kdes) com-
petes with the rate of N2O decomposition (kdiss). Each adsorbed oxygen atom blocks a
site for N2O decomposition. Nitrogen will adsorb only weakly, but oxygen is effectively a
poison to the reaction. Expression (2.1) can be rewritten as a function of equilibrium and
rate constants to give

r =
kdiss[N2O]

1 + kdiss[N2O]
kdes

+ Keq(O2)[O2]1/2
(kdes � kdiss[N2O]) (2.2)

When the interaction energy of the adsorbate with the transition metal increases kdiss will
increase. As we will see later in Section 2.3, the activation energy of a reaction decreases
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when the adsorption energy increases. On the other hand, the rate for the associative
desorption of O2 will also decrease. Hence if Eq. (2.2) is studied as a function of the
adsorbate-surface interaction energy, it will follow the Sabatier volcano curve. The rate
will increase with increase in the surface interaction energy up to a specific interaction
energy whereby there is a maximum rate. The maximum occurs when kdes and kdiss N2O
balance one another. Increasing the adsorbate-surface interaction energy beyond this point
decreases the rate of reaction as the surface becomes covered with an oxygen overlayer.

An important topic in this book is the prediction of reaction mechanisms. Elucidating
the mechanism is enhanced by the construction of reaction energy diagrams which follow
the energy changes of the different reaction intermediates as the reaction proceeds through
its reaction cycle.

The kinetic expressions which govern different reaction mechanisms are usually very
different. We will illustrate this by comparing expression (2.2) with the kinetic expression
of N2O decomposition found for zeolites. The N2O decomposition reaction has a very
different reaction sequence when catalyzed by isolated Fe cations in a zeolite, as compared
with the reaction sequence found for catalysis by transition metals.

As we will see in Chapter 4, in the zeolite system we find that reaction occurs in two
steps:

N2O + Fe3+[∗] ka−→ FeO3+ + N2 ↑ (a)

N2O + FeO3+ kb−→ Fe3+[∗] + O2 ↑ (b)

where [∗] denotes a vacancy site. Both steps are thought to be irreversible. In the presence
of water the reaction sequence dies due to the formation of the non-active Fe(OH) +

2

intermediate. The equilibrium constant for H2O adsorption is K ′. In the presence of
water the kinetic rate expression for N2O decomposition becomes[6]

rzeolite =
kakb[

ka

(
1 + K ′[H2O]

)
+ kb

] [N2O] (2.3)

The rate of N2O decomposition here remains linear in N2O partial pressure, also at high
pressures. This is quite different to what is found in Eq. 2.2 for N2O decomposition over
the metal. Once again Sabatier-type behavior is expected as a function of the metal-
oxygen interaction energy. The rate of reaction a (ka) increases with an increase in the
metal-oxygen bond energy, whereas the rate of reaction b (kb) decreases.

More generally, for the reaction of R to product P which proceeds through the forma-
tion of adsorbed intermediates I1 and I2:

kdes k
(2)
deskr

R ←−−→ I1 −→ I2 −→ P
kads

one can deduce the following steady-state expressions:

dP

dt
= k

(2)
(des)

θI2 (2.4a)
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Figure 2.3. Schematic graph of the activityof hydrocarbonhydrogenationas a functionof the adsorption
coefficients of the respective substrate molecules[7a].

= kr
KeqP

1 + Keq ·P (2.4b)

As the interaction between reactant and surface increases, the rate according to Eq. 3b
will increase linearly at lower pressures and subsequently saturate to a constant value
at higher pressures. The production of P shows a maximum which is defined here as
Sabatier’s maximum when

kr ≈ k
(2)
des

To the left of the Sabatier maximum the surface is predominantly covered by the reactant,
to the right of the maximum the surface is predominantly covered by products. To the
right of the maximum the rate decreases because of the decrease in the desorption rate.

An interesting illustration of this concept is given by a comparative study of the hydro-
genation of unsaturated hydrocarbons presented in Fig. 2.3. The rate of hydrogenation
of different hydrocarbons is given as function of their adsorption equilibrium constants.
One notes the volcano-type dependence found experimentally. This behavior implies that
the rate of hydrogenation is a direct function of the adsorption constant of the reactant
molecule. Mittendorfer et al.[7b] have shown theoretically that the binding energies for C4

to C6 intermediates on Pt(111) increase in following order:

Benzene < Butene < Butadiene < Butylene

This ordering is consistent with the changes that occur along the x-axis in Fig. 2.3.

Sabatier’s principle provides a kinetic understanding of the catalytic cycle and its corre-
sponding elementary reaction steps which include adsorption, surface reaction, desorption
and catalyst self repair. The nature of the catalytic cycle implies that bonds at the surface
of the catalyst that are disrupted during the reaction must be restored. A good catalyst
has the unique property that it reacts with the reagent, but readily becomes liberated
when the product is formed. This will be further discussed in Section 2.2, where we
describe the kinetics of elementary surface reactions and their free energy relationships.
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2.1.1.2 Reaction Cycles; Intermediate Reagents

We will note in Chapter 7 that biochemical systems often consist of reaction cycles where
the key molecular intermediate is regenerated after the catalytic reaction. The intermedi-
ate itself can be a catalytic reagent. In the biochemical reaction cycle, enzymes catalyze
reactions between different molecular components in order to convert and create the cat-
alytic reagent. For instance, in the citric acid cycle, see Fig. 2.4, which produces energy,
an activated acetyl unit reacts with oxaloacetate and CO2 is produced by the oxidation
of molecular fragments[8]. The overall reaction involves the conversion of acetyl and the
water to CO2 and H2 and metabolic energy.

Figure 2.4. Citric acid cycle. This series of reactions is catalyzed by the following enzymes as numbered

in the diagram: (1) Citrate synthase, (2) Aconitase, (3) Aconitase, (4) Isocitrate dehydrogenase, (5)
α-Ketoglutarate: dehydrogenase complex, 6) Succinyl CoA syntetase, (7) Succinate dehydrogenase, (8)

Fumarase and (9) Malate dehydrogenase. Adapted from L. Stryer[8].

Each step in the citric acid cycle is catalyzed by an enzyme. Two CO2 molecules are
split off in reaction steps 4 and 5. The addition of H2O helps to regenerate the catalytic
oxaloacetate intermediate. While each step in the citric acid cycle in itself is catalytic,
the regeneration of the catalytic reagent oxaloacetate within the cycle is critical for the
overall cycle to proceed.

In chemocatalysis, an analogous cycle would involve the formation of a surface interme-
diate (catalytic molecule) within the reaction cycle by the catalytic reaction with reactant
molecules. Free radical reaction schemes, as discussed in Chapter 4, can be considered
analogues of the biochemical cycle, where a reactive chemical intermediate is regenerated
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typically by catalytic steps. They also share the feature that reaction steps are often
autocatalytic in this intermediate.

An interesting organic-chemical analogue to that of the biochemical system in which a
particular molecule acts as a selective oxidation catalyst is tetramethylpiperidin-N-oxyl
or TEMPO[9]. This molecule acts as catalytic reagent and is regenerated by two coupled
catalytic cycles as illustrated in Fig. 2.6. In one cycle, the oxygen is donated by the
nitro-oxide catalyst to the reacting substrate. The TEMPO molecule is regenerated by
oxidation over a metal catalyst.

Figure 2.5. 2,2,6,6-tetramethylpiperidine-N-oxyl, the TEMPO molecule[9].

Figure 2.6. In-situ catalytic regeneration of the TEMPO molecule.

In a second example, we focus on an industrially relevant Wacker reaction system. In
the homogeneous Wacker system, Pd2+ is the active intermediate that generates atomic
oxygen from H2O. Cu, however, is necessary to act as a redox couple in order to reoxidize
the Pd0 that forms with air:

Pd2+ + H2O + H2C=CH2 −→ H3C−CHO + Pd0 + 2H+

O2 + 2Cu+ −→ 2Cu2+O

2Cu2+O + Pd0 −→ 2Cu+ + Pd2+

The Cu redox cycle shown above is the catalytic system necessary to regenerate the
catalytic active Pd2+ reagent.

There are many examples where electrochemical oxidation or reduction is used to
regenerate the key reagent when it cannot be regenerated directly. An interesting example
is the electro-catalytic system that oxidizes higher alkenes to epoxides[10].

Scheme 2.1
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The Ag2+ is regenerated by anodic oxidation.
The most important issue that has to be addressed in the design of these cycles is

that of selectivity. The catalyst that regenerates the catalytic reagent should not induce
undesired reactions with reactant molecules or products.

2.2 Physical Chemistry of Intrinsic Reaction Rates

2.2.1 Introduction

According to the Sabatier principle introduced in Section 2.1.1.1, the rate of a catalytic
reaction is a maximum when the interaction between reactant and catalyst is at an op-
timum value. The key to the Sabatier principle then involves understanding the free
energies of adsorption as a function of catalyst structure and composition. In the 1960 ’s,
Tanaka and Tamaru[11] noted that trends in the interaction energies of different molecules
with varying catalyst surfaces are often very similar. Theoretical surface studies provide
a justification as to why. As we will discuss in detail in Chapter 3, the strength of the
surface-chemical bond directly depends on the electronic structure of the metal surface.
In the 1980 ’s it had been proposed that electronic properties such as the local density of
states at the Fermi level or d-electron occupation are parameters that critically control
catalysis. More recent studies by Hammer and Nørksov[12] show that it is possible to tie
the reactivity to the interaction with the relative positioning of the d-valence band center
with respect to the Fermi level at the surface. The Hammer–Nørskov model has rapidly
become the standard probe of surface reactivity and is being used to design surfaces with
specific reactivity. As we will illustrate in the next chapter, these changes in surface elec-
tronic structure can be related to the degree of coordinative unsaturation of the surface
atoms. In Section 2.2.2 we discussed the point that an optimum catalyst has maximized
the balance between the rates of intermediate forming reactions and the rates of reactions
by which the product molecules leave the surface.

While the relationship between the electronic properties and the reaction enthalpy is
important in understanding energetics, the more important thermodynamic feature to
focus on is the free energy. Indeed, in Chapter 4 the maximum for the rate of a zeolite-
catalyzed reaction is not found for the zeolite with the smallest pore size (maximum
adsorption enthalpy) but for medium-sized micropores where adsorbates have a higher
entropy, and as a consequence, their concentration is a maximum. The gain in entropy
often balances the loss in adsorption enthalpy.

In the subsections that follow we will focus on the factors that maximize the rate
constant for elementary surface reaction steps. Again we will stress the need explicitly to
include entropic contributions. According to transition-state reaction rate theory[13a], the
rate of the elementary conversion step is defined as

rTST = Γ
kT

h
e−

∆G‡
kT (2.5)

where ∆G‡ refers to the free energy difference between the transition state and the initial
reactant state and Γ is the transmission factor. Expression (2.5) is a maximum when ∆G‡

is a minimum, which implies a maximum stabilization of the transition state. A condition
for the transition-state reaction rate expression to be valid is that the vibrational and
rotational modes in the transition state are in equilibrium with the corresponding modes
of the reactant ground state. This implies that energy transfer between these modes is
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fast compared with the reaction rate. This condition is usually satisfied for intramolecular
reactions. Reactions that occur on surfaces between adsorbed reaction intermediates can
also be considered to belong to this category of reactions. When molecules collide in
the gas phase or collide with a surface, their contact time can be short compared with
the energy transfer time. In such a case, energy transfer can become rate limiting. The
transition-state theory rate expression then predicts an upper bound to the reaction rate.
For a proper treatment, a molecular dynamics approach should be used. This situation is
unusual but can occur for dissociation reactions of gas-phase molecules impinging upon
a surface. The residence time will be short when the interaction potential is small. This
can be the case for small coordinatively saturated molecules such as methane [13b,15].

2.2.2 The Transition-State Theory Definition of the Reaction Rate Constant;
Loose and Tight Transition States

In order to appreciate the use of transition-state rate expressions, it is important to be
reminded of the different time scales of the processes that underpin the chemistry we
wish to describe. The electronic processes that define the potential-energy surface on
which atoms move have characteristic times that are of the order of femtoseconds, 10−15

sec, whereas the vibrational motion of the atoms is on the order of picoseconds, 10−12 sec.
The overall time scale for bond activation and formation processes that control catalysis
vary between 10−4 and 102 sec. This implies that on the time scale of the elementary
reaction in a catalytic process, many vibrational motions occur. If energy transfer is
efficient, then the assumption that all vibrational modes except the reaction coordinate
of the chemical reaction are equilibrated is satisfied. Kramers[14] defined this condition as
Eb > 5kT . Under this condition the transition state reaction-rate expression applies:

rTST = Γ · kT

h

Q‡

Q0
e

Eb−E0
kT (2.6)

where Eb − E0 refers to the barrier height of the reaction as computed from electronic
structure calculations. Except when quantum-mechanical tunneling or reaction dynamics
become important, the transmission factor Γ can be assumed to be one. This is a reason-
able assumption for most surface reactions which have activation barriers that satisfy the
Kramers condition (see Ref. 15 for more details). Q‡ and Q0 are the partition functions
of transition state and initial state, respectively.

The pre-exponential factor, νeff , and the activation barrier, Eact, are the kinetic param-
eters that are necessary to describe a reaction, deduced from the Arrhenius reaction-rate
expression in the following way:

rArr = νeff e
Eact
kT (2.7)

Eact = −k
∂

∂

(
1
T

) ln r (2.8a)

= kT 2 ∂

∂T
ln r (2.8b)
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The pre-exponential factor νeff can be identified with the initial terms in Eq. (2.6)

νeff = Γ
ekT

h
e

∆S
‡
0

k = Γ
kT

h
e

∆S
‡
0

k (2.9)

∆S‡
0 = k ln

Q‡

Q0
(2.10)where

The activation energy is defined as

Eact = (Eb − E0) + 1/2h

(∑
i

ν‡
i −

∑
i′

ν0
i′

)
+ kT (2.11)

The second term in the equation for Eact is due to the zero point vibrational correction.
The partition function is made up of the translational, rotational and vibrational con-

tributions defined by the following:

Q = Qtrans · Qrot · Qvibr (2.12)

with

Qtrans =

(
2πmc.mkT

h2

)n

(2.13)

where n is the number of the degrees of translational motion and mc.m the corresponding
center of mass.

For a hetero-diatomic molecule, the partition function of rotational motion equals

Qrot =
8π2IkT

h2
(2.14)

where I is the moment of inertia, µR2
eq, µ is the reduced mass and Req is the atomic

distance.
For harmonic frequencies, the expression to use for Qvibr is

Qvibr = Π
i

(
1

1 − e−
hνi
kT

)
(2.15)

In the calculation of the vibrational entropy of the transition state, the reaction coordinate
itself is not included. The transition state is the saddle point on the potential energy
surface that occurs along the reaction coordinate. This is sketched in Fig 2.7. The use of
Eq. (2.15) for evaluating the partition function is only valid when the zero point frequency
corrections to the barrier energy have been included in the calculation of the transition-
state energy.

To help illustrate the process of calculating reaction rates, we will describe the definition
of the transition state for the dissociation of a CO molecule on the terrace of a transition-
metal surface. CO is initially bound perpendicular to the surface. To activate the CO
bond, it must first stretch and bend with respect to the surface normal in order to accept
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Figure 2.7. Schematic illustration of reaction coordinate and saddle point definition of the transition

state[15].

electrons into its antibonding π∗ orbital and initiate dissociation. After dissociation, the
atomic C and O intermediates are each strongly adsorbed to the metal surface. The
difference in the projection of the O coordinates from the C coordinates onto the surface
can be taken as the measure of the actual reaction coordinate. The reaction coordinate
is zero before reaction and after reaction it equals the C and O distance between the
adsorbed C and O atoms.

When the C–O bond length increases from its initial length (in its adsorbed state), the
potential energy of the system increases until a maximum is reached. Further increases
in the reaction coordinate lower the potential energy until it reaches the equilibrium
value of the fully dissociated system. The barrier for the transition state is defined as the
saddle point on the potential energy surface. The derivatives of the energy with respect
to all degrees of freedom at this point are zero, and at a minimum for all modes, except
that which corresponds to the reaction coordinate for which the potential energy is at a
maximum.

Γ is defined as the probability that once the system reaches the top of the transition-
state barrier, it actually passes over it. In transition-state reaction rate theory Γ is usually
taken to be equal to one. This is often a reasonable approximation. However, when the
reaction system is viscous, as in a solution, or has diffusional restrictions, Γ can be
substantially less. Molecular dynamics simulations for the motion of the system near the
transition state can be carried out in order to determine Γ.

By way of example, we show how the transition-state rate expression can be used
to determine the rates for both surface desorption and the dissociation of CO at low
surface coverage on the terrace sites of the transition-metal substrate. This also allows
for an illustration of the concepts of tight and loose transition states and their respective
definitions[15,16].

Transition states which contain a high degree of entropy are typically called loose,
whereas those with a low degree of entropy are considered tight. The entropy of a CO
molecule adsorbed to a metal surface is not negligible, but is quite small since the main
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contribution to the entropy is the liberating motion of the oxygen atom versus the surface
normal. The entropy of the surface atoms is essentially zero. The strong surface bonds give
rise to fairly high vibrational frequencies and, hence, the vibrational partition functions
are nearly equal to one.

A diatomic molecule such as CO will only dissociate with a kinetically acceptable
barrier if the C–O bond is significantly weakened in the transition state. This implies a
strong electronic interaction between metal-surface electrons and the lowest unoccupied
states of CO. In the transition state, the molecular axis of CO is nearly parallel to the
metal surface such that the overlap between molecular π and π∗ orbitals of CO and
transition-metal surface orbitals is maximized. This weakens the molecular bond due to
back-donation of surface electrons into the anti-bonding π∗ states on CO. In the transition
state, the C and O atoms have nearly the same distance as those in the separared product
state, and thus their interaction with the surface is quite large. The entropy of this
transition state is very similar to the final state and hence essentially equal to zero. This
defines the transition state of the dissociating molecule on the transition-metal surface as
a tight transition state.

The transition state for a molecule desorbing from the surface is quite different to that
of the reacting molecule. The desorbing molecule in its transition state is nearly free from
the surface. The molecule can therefore be considered to freely rotate and to move freely
parallel to the surface. Hence the activation entropy for desorption is quite large. The
ratio of the rate of CO bond cleavage, rdiss, over the rate of desorption is

rdiss

rdes
=

Q‡
diss

Q‡
des

e−
E′

b
(diss)−E′

b
(des)

kT

= 10−4 e−
E′

b
(diss)−E′

b
(des)

kT

The values for the activation energies, E′
b, include the zero point vibrational-frequency

corrections. The transition state for desorption can be characterized as a loose transition
state. The entropy of this state is quite high, which is the result of the weak interaction
of the desorbing molecule with the catalyst.

On most of the group VIII metals the heats of adsorption are comparable with their
heats of dissociation. This implies that the adsorbed molecule will desorb with a rate
which is 104 times faster than that for dissociation owing to the difference in the activation
entropy. The reaction path that proceeds through a transition state of maximum entropy is
the preferred path. For catalysis, the implication is that dissociation of adsorbed molecules
will occur at those pressures and temperatures where equilibrium between the gas phase
and surface maintains a significant surface concentration of the dissociated molecules. The
temperature has to be chosen such that the rate constant for dissociation is in the proper
time regime. The observation that for a transition-metal surface reaction, the transition
entropy is low, but that for a reaction step between the surface and gas phase is large, is
quite general.

2.2.3 The Brønsted–Evans–Polanyi Reaction-Rate Expression Relations

In order to establish equations which describe the reaction rate from first principles, the-
ories based on non-equilibrium statistical mechanics have to be used[15]. However, useful
empirical relations, which have some theoretically justification, exist. They linearly re-
late the activation energies for a reaction with some property of the reaction. Hammett,
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for example, showed a direct correlation between the rate of reaction for a family of
different substituted benzoic acid species with a measure of the electronic properties of
the substituent (the Hammett substituent parameter in physical organic chemistry)[17a].
Hammett, therefore, established a linear relationship between the logarithm of the rate
and the substituent parameter. The correlations were extended over a full range of dif-
ferent types of reactions whereby changes in the reaction were described by changes in
the slope of the line. A similar relationship for catalysis was establish by Brønsted, who
showed that the rate constant of an acid-catalyzed reaction was correlated with the cata-
lyst’s equilibrium acid dissociation constant, KA

[17b]. Evans–Polanyi[17c] showed that the
molecular reaction rates could be directly correlated with the overall reaction enthalpy.
The Evans–Polanyi and Brønsted relationships are quite similar as the Brønsted rela-
tionship is simply a subset of the more general Evans–Polanyi relationship. Some have
combined the two in what is named the BEP relationship, attribut to the three authors
Brønsted, Evans, and Polyani. The BEP relationship is perhaps the most widely used
linear relationship in all of catalysis. The BEP relationship is valid when one compares
related elementary reaction steps that proceed through nearly the same intermediate
structures and have similar reaction coordinates.

For the simplified parabolic energy curves of reactant and product states shown in Fig.
2.8, if one shifts the reaction energies but holds the coordinates of the final and reactant
states fixed one can derive the following expression[15]:

δE‡ = αδER (0 < α < 1) (2.16a)

with the BEP coefficient

α =
1
2

(
1 +

ER

E‡
0

)
(2.16b)

E‡, the activation energy, and ∆ER the reaction energy are defined in Fig. 2.8. ∆E‡
0 is the

activation energy of the system when the overall reaction energy ∆ER = 0. Expressions
(2.16) are valid as long as |ER

E‡
0
| � 1.

In order to discuss the physical meaning of α, we need to introduce the concept of early
and late transition states. In the previous section we discussed in detail the transition
state for CO dissociation over transition-metal surfaces and described the reaction as an
example of a late transition state. The transition state is late along the reaction coordinate
since the transition-state structure is close to the final dissociated state. Transition states
which are early along the reaction coordinate are called early transition states and thus
resemble the initial reaction states (see Chapters 4 and 7 for the definition of the pre-
transition state). The activation energies for the protonic zeolite reactions correlate with
deprotonation energies (see Fig. 2.9) and are examples of intermediate transition states
that also vary with the energies of the initial states[18,19]. When:
α � 0.5 (α ≈ 0), the transition state is early; ∆S ≈ 0
α � 0.5 (α ≈ 1), the transition state is late;
and
∆S < 0 for surface reactions (tight transition states);
∆S > 0 for desorption (loose transition state),



Principles of Molecular Heterogeneous Catalysis 33

Figure 2.8. Parabolic energy curves of reactant and product states that differ in reaction energies. The

transition states are defined as the cross-section of the parabolas.

the general expression for the activation energy becomes:

∆E‡ = ∆E‡
0 + αδ∆ER (2.17)

Because of microscopic reversibility, the microscopic balance of the elementary reaction
steps gives a relation between the forward (denoted with +) and backward reaction (de-
noted with -):

∆G‡
+ − ∆G‡

− = ∆GR (2.18)

so that

α+ + α− = 1
α+ = 1 − α− (2.19)

As a result, we have the following three important relations for the activation free energies
of an elementary reaction step:

∆S‡
+ − ∆S‡

− = ∆S‡
R (2.20a)

∆E‡
+ = ∆E‡

0 + αδ∆ER (2.20b)

∆E‡
− = ∆E‡

0 − (1 − α)δ∆ER (2.20c)

An interesting consequence of these relationships is that they help us to understand the
trends in reactivity for selected reactions.

Let us discuss this again for the case of the CO dissociation reaction. In the next
chapter on the reactivity of transition-metal surfaces, we will help to justify why the
bond energy for surface atoms decreases from left to right across a given row of the
periodic table. In addition, we demonstrate that this change in the adsorption energy is
much less for adsorbed molecules than it is for adsorbed atoms. The adsorption energy of
a molecule is much smaller than that of an adsorbed atom. The reaction energy ∆ER for
the dissociation of an adsorbed CO molecule can change from exothermic to endothermic.
It decreases when the transition-metal to which adsorption occurs changes within a row
from the left to the right in the periodic table. The corresponding activation energy for
dissociation increases (α ≈ 1) from left to right across a row of transition metal elements
in the periodic table. The rate of recombination, which is the microscopic reverse reaction,
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however, will have a nearly constant activation energy (α ≈ 0) and be rather independent
of transition metal.

The other important elementary step for CO is its desorption from the surface. The ac-
tivation energy for desorption is equal to the adsorption energy and, hence, the trend for
desorption will be opposite of that for dissociation. The desorption of a molecule becomes
easier as one moves across a row of the periodic table from left to the right where the
binding energy of the molecule to the surface is weakest. This also has an interesting con-
sequence for trends in selectivity for different catalytic systems. For instance, the reaction
products for the hydrogenation of CO are methanol, methane and/or hydrocarbons (i.e.
Fischer–Tropsch type of selectivity). The selectivity of these reactions is governed by the
reactivity of CO and its fragments, since hydrogen will readily dissociate on most metals
without an appreciable activation energy. In order to produce methanol, the intramolec-
ular CO bond should not be broken and, hence, the favorable transition metals are those
that are overall endothermic (∆ERdiss > 0) for CO activation such as Cu and Pd. Once
CO dissociates the selectivity for methanation versus hydrocarbon growth is determined
by the rate of CH4 formation and desorption versus the rate of carbon-carbon coupling.
Here there is competition in the requirements for the metal substrate.

Figure 2.9. The activation energies of ethane activation as a function of deprotonation energies as
computed for different clusters modeling the zeolite proton (see also Chapter 4). ∆Eact and ∆Hdepr are

in kcal/mol.

The interaction between the metal and the reactant has to be strong enough to dissociate
CO, but weak enough so that CH4 is readily formed and desorbs from the surface. Nickel is
the preferred metal for methanation. Fe, Co and Ru, on the other hand, are the preferred
Fischer–Tropsch catalysts mainly because they efficiently dissociate CO and suppress
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methane formation because of the stronger metal-carbon bond. The formation of C–C
bonds is expected to be almost independent of the metal (α ≈ 0). CO dissociation has
the lowest barrier on the metal with highest reactivity (α ≈ 1). Metals such as Fe, Co,
and Ru are preferred for the Fischer–Tropsch reaction. For ethylene hydrogenation the
site requirement varies as a function of coverage. At low coverage ethylene adsorbs to two
surface-metal atoms and at high coverage it reacts from a position where it is only bound
to a single metal atom.

To apply the BEP relation, one has to be careful to select properly the elementary
reaction step to which one wishes the relation to apply. In zeolite-catalyzed reactions an
important elementary reaction step is the protonation of a hydrocarbon, to give as the
reaction intermediate, a protonated carbenium ion. The proton activates the molecule to
rearrange and after reaction the proton is back-donated to the solid. Often intermediate
cationic molecular fragments can stabilize themselves by forming covalent bonds with the
zeolite framework oxygen atoms. This will be explained in much more detail in Chapter 4.
Figure 2.9 shows that for several such reactions there is a linear relationship between the
deprotonation energy of a particular cluster representing the zeolite proton and computed
activation energies. The proportionality constant between the activation energy and the
deprotonation energy was calculated to be 1/3. This implies that the intermediate car-
bocation is stabilized by its interaction with the negatively charged zeolite wall. It will
be clear in Chapter 4 that the intermediate is a transition state and that the product
state has a strong bond with the zeolite oxygen atom. This interaction varies also with
the O–H proton energy and explains the low proportionality constant.

2.3 The Reactive Surface-Adsorbate Complex and the Influence of the
Reaction Environment

2.3.1 Introduction

Catalysis is controlled by the rate at which the active surface complex turns over in the
catalytic reaction cycle. This involves making and breaking of bonds between an adsorbate
and the surface site to which it is bound as well as within the adsorbate. For a bimolecular
reaction, this involves the bonds between two adsorbates and between the adsorbates and
their respective surface sites. The active surface site for the reaction of small molecules
typically contains anywhere between one atom such as a metal atom redox site in a
homogeneous organometallic complex or in a metal-loaded zeolite such as the Fe2+ cation
in ZSM-5 (Chapter 4, page 193) on up to 7-10 atoms for a special metal surface site such as
the special C5 site for Fe involved in the activation of N2 in the synthesis of ammonia from
nitrogen and hydrogen[20] (Chapter 7, page 333). The active sites and their environments
for these examples are shown in Fig. 2.10. The conversion of larger molecules in enzymes,
on the other hand, may involve multiple activating contacts between the adsorbate and
the cavity surface. The type, number and the strength of bonds in the active adsorbate
surface complex are all important in controlling the overall rate at which the catalytic
cycle turns over (Chapter 7, page 319). The principles of the adsorbate surface chemical
bonds and their transformations are followed in detail in Chapters 3, 4, 5, and 6 for
metals, zeolites, metal oxides and sulfides, and enzymes, respectively.

As was presented in the Introduction to this chapter, two different views on the rela-
tionship between the active site and the catalytic cycle currently exist. The first follows
the view taken by Langmuir suggesting that all of the sites on the surface are same and
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Figure 2.10. The active site and its local environment for different catalytic systems. (A) The single
monoatomic zeolitic cation site (Fe in ferrierite); (B) the single site enzyme and its local cavity which

provide multiple points of additional contact (methanol oxidase) the ensemble of metal atoms, (C) site
for Fe-catalyzed ammonia synthesis.

contribute equally to the catalytic cycle. The second follows the view put forth by Taylor
indicating that the sites are not equivalent, and that only a selective few actually control
the rate. In either case, what controls the activity and selectivity are the nature and the
strength of the chemical bond that forms in the adsorbate surface complex. The detailed
atomic structure or topology of the surface can also be important for controlling reactiv-
ity. Some reactions are quite sensitive to the topology whereas others are not. These are
better known as structure-sensitive and structure-insensitive reactions.

The local chemical interactions predominantly control the activity of the reaction.
Environmental effects around the active site are essential for stereochemical selectivity.
Examples include the influence of the cavity on controlling reaction selectivity in zeolites
and enzymes. The effects of ligands in homogeneous catalysis belong to this same category
of sterochemical control. In addition, the external environment can also considerably
influence the activity. The environment in which the active site sits can be rather complex,
offering a variety of features that could alter the intrinsic kinetics. Catalytic reactions
carried out over supported metal particles in the presence of an aqueous medium, for
example, can demonstrate changes in the rate and selectivity based on the changes in the
transition metal used, the metal particle size and morphology, the exposed surface facets,
defect sites on the metal, the support that is used, the interaction between the metal and
the support, the composition and relative position of a second metal, the solution phase
and its properties near the active metal substrate. Many of these features are captured
in Figure 2.11.

In order to elucidate which of the structural features control catalytic performance,
it will be critical to establish not only the local bond-making and bond-breaking events
that drive the catalytic reaction but also the influence of the active site environment. We
examine some of the general ideas on the influence of the environment in the next few
sections of this chapter.

We start by distinguishing between two major effects. The first involves the influence
of the medium n which the reaction is carried out, while the second refers to the influence
of the solid-state matrix in which the active site is embedded. We first summarize cavity,
ligand and solvent effects which comprise the catalytic medium. This is then followed by
a brief discussion on the different matrix effects.

Zeolites form their own category of heterogeneous systems in that they have well-defined
ordered micropores with dimensions that are similar to those of substrate molecules.

For reactions in zeolites and enzymes, the cavity created by the inorganic framework of
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Figure 2.11. The complexity of the catalytic center in its reaction environment is illustrated here with
a schematic of the hydgrogenation of glucose over carbon-supported Pd particles that are alloyed with

Ru in an aqueous medium. The interaction between the metal and the support, the surface composition
of Pd and Ru and possible nucleation of Ru clusters, the aqueous medium and its wetting of the metal

and the support, the presence of other metal and support surface intermediates such as hydroxyl groups
can all act to influence the catalytic reaction.

the zeolite and the peptide backbone of the enzyme can offer specific stereochemical con-
trol of the reaction. For reacting molecules adsorbed in these cavities, the intermolecular
bonding can be broken down into interactions between the framework and the adsorbate
that lead to activation of bonds in the substrate molecules and interactions of the sub-
strate with the framework through physical forces such van der Waals and electrostatic
interactions and hydrogen bonds that affect the positioning of the substrate molecules in
the cavity. For larger molecules, the latter forces control the matching of size and shape of
the cavity with the size and shape of the reacting molecules. Enzymes, as was discussed
above, have many point contacts between the protein backbone that comprises the reac-
tion cavity and the substrate molecule. More detailed discussions on the influence of the
cavity on both activity and selectivity in zeolites and enzyme catalysis will be presented
in Chapters 4 and 7 respectively.

On two-dimensional surfaces the stereochemical control can be moderated by the addi-
tion of enantiomeric molecules that play a similar role to the enzyme cavity in providing
steric control induced by the weak physical interactions in three dimensions between the
enantiomeric coadsosorbed molecule and the reacting substrate molecules. These interac-
tions are analogous to those that occur between the ligands and the substrate molecules
that control the selectivity in organometallic homogeneous catalysis. Moderation of het-
erogeneous catalytic surfaces and ligand effects in homogeneous catalysis are discussed in
Sections 2.3.6 and 2.4.

Solvent effects play a role similar that of the cavity in influencing the catalytic activity
by providing a medium with a different dielectric constant that can stabilize or destabilize
polar transition states. The difference here, however, is the lack of stereochemical con-
trol. Protonic solvents open up new reaction channels involving proton transfer-mediated
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reactions. In polar solvents, the electrochemical activation of molecules can also become
possible thus, allowing the surface chemical potential as an additional variable in tuning
the activity. The influence of solvent and electrochemical modulation on the catalytic
activity is described in more detail in Chapter 7.

In order to understand the influence of the solid-state matrix on activity, some of the
relevant structural aspects of the different heterogeneous catalytic systems will first be
reviewed. The catalytically active material for many heterogeneous systems is usually
dispersed over an inert, high surface area support in order maximize the surface area and
stabilize the particle size of the active material on the support. The chemical interactions
between the support and the active particle often cannot be ignored as they can influence
catalytic activity. This interaction with the support occurs for a number of heterogeneous
systems including metallic, bimetallic, metal oxide and metal sulfide particles.

The size and shape of the active particles as well as their activity can be greatly affected
by the interaction between the active particle and the support. In addition, the structure
of the support including its shape, size and porosity can have a significant influence on the
overall catalytic behavior, predominantly due to extrinsic factors that result from mass
and heat transfer phenomena. These extrinsic support effects are not explicitly covered in
this book. The interested reader is referred to the books by Thomas and Thomas[3] and
Farrauto and Bartholomew[21].

For heterogeneous systems, the solid-state matrix can influence the activity by altering
both electronic and structural features about the active site. We can distinguish two types
of solid-state matrix effects. The first involves the embedding of the active site within the
catalytically active particle and the indirect changes that arise from the interaction of the
active particle and the support. Examples of the direct effects include the overall size,
shape and morphology of the metal particle and the composition and the specific atomic
arrangements in alloy particles.

The indirect effects related to the particle-support interactions include the wetting of
the particle on the support, which influence both the shape and size of the particles that
form, and the stress or strain that the support imparts on the electronic structure of the
particle.

A second effect involves the chemical nature of the interface between the particle and
the support, which can influence the reactivity of the active particle. For instance, in
metal particles, the metal atoms at the interface are often not completely reduced. This
can lead to unique activity at the interface and can lead to a perturbation in the chemical
reactivity of active centers removed from the interface. As a third effect, the support
can impart unique properties to the particle due to charge transfer between the active
particle and the support and electronic perturbations due to structural defects in the
support which would influence its reactivity.

We conclude this introductory with a short outline of the sections that follow. In Sec-
tion 2.3.2, we offer a brief introduction to pressure and material gap problems that arise
when model catalytic systems and conditions are used to emulate working catalytic sys-
tems. In Section 2.3.3, we describe the local aspects of the catalytically reactive sites in
the section titled “Ensemble effects and defect sites”. This is followed by four sections
on environmental influences on the reactivity entitled “Cluster size and metal supports”,
“Cooperativity”, “Surface moderation by coadsorption of organic molecules” and “Stere-
ochemistry of homogeneous catalysts”. The chapter is concluded with a section on surface
kinetics, dealing with surface reconstruction and transient reaction intermediates.
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2.3.2 The Material- and Pressure-Gap Problem in Heterogeneous Catalysis

It is often observed that a catalytic reaction proceeds quite differently under ultra-high-
vacuum (UHV) conditions then under the high-pressure conditions used in practical catal-
ysis. The materials gap refers to the differences in reactivity that arise between single
crystal surface and an operating industrial catalyst. When the same reaction conditions
are used, the discrepancy between the performance of the practical system and the model
system is typically related to the differences in the structure of the exposed catalytic sur-
faces. The pressure-gap problem refers to the often very different experimental conditions
used in the model UHV experiments compared with those under operating conditions
used in practical catalysis. Often very different kinetics are observed that are ascribed
to the formation of different surface phases. We will illustrate these effects using differ-
ent examples. For the example of the material-gap problem, we describe results for the
methanation reaction. For the pressure-gap problem, we explore the methanation reaction
along with examples from oxidation catalysis and olefin hydrogenation catalysis.

The aim of many surface science experiments is to provide the fundamental detail of
a reaction over a well-characterized single crystal surface in order to establish structure-
reactivity relationships. Supported catalytic particles, on the other hand, may have var-
ious exposed surface facets along with defect sites. A choice then has to be made as to
which single crystal surface will provide the most accurate representation of the active
surface facets of the support particles. In order to address the similarities or differences
in the rate over ideal surfaces and those over supported particles, Kelly and Goodman[22]

compared the rate of methane formation from CO and H2 catalyzed by an Ni(100) single
crystal with that over a supported catalyst taken under the same conditions (see Fig.
2.12).

Figure 2.12. A comparison of rates of CO hydrogenation to methane over a single crystal and over sup-
ported catalysts, showing similar activation energies. Adapted from R.D. Kelly and D.W. Goodman[22].

For this particular reaction, the comparison of activation energies shows very similar
results for the two systems. The agreement between the activation energies suggests that
the practical catalysts and the single crystal catalytic surfaces have similar sites that
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determine their catalytic kinetics. Various general explanations may be possible that help
to explain this comparison of the rates between the two different surfaces. One explanation
might be that the dominant exposed Ni surface on the supported catalyst may just so
happen to be the same as that for the Ni(100) surface. Alternatively, during reaction there
might be a surface reconstruction that acts to expose the same surfaces under reaction
conditions on both the model single crystal and the supported particles. Alternatively, the
reaction may by catalyzed by surface defect sites that are similar on both the model and
actual catalytic surfaces. As we have learned in Section 2.2, CO dissociation preferentially
at a step defect site. This is considered the rate-limiting step for the methanation reaction
and may play an important role. We will elaborate more on this issue in the next section.

In turning to the pressure-gap problem, we note that this same reaction carried out
under UHV would show a marked decrease in the rate of reaction as measured by the
catalytic turnover number. The turnover number is defined as the rate of a reaction
normalized per reactive surface site.

The difference in the rates is due to the difference in the pressure when the reaction
under atmospheric conditions is compared with vacuum conditions (10−6 bar). In general,
the desorption energy of adsorbed CO from a transition metal surface tends to be close to
the activation energy for its dissociation (see Section 3.3 for details). Since the activation
entropy for a surface reaction is low (tight transition state), but the activation entropy
for desorption is high (∆S‡surf/∆S‡

des ≈ 10−1), the rate of CO desorption will be orders
of magnitude faster than that of dissociation under UHV conditions. Only at significantly
higher pressures, such as performed under atmospheric conditions, will the steady-state
surface concentration of CO remain high enough at the temperatures necessary to disso-
ciate CO. Under atmospheric conditions, CO dissociates with an overall rate fast enough
to compete with desorption.

High reaction pressures are needed for many other systems as well in order to convert
the surface into a uniquely reactive state such as has been found for ethylene epoxidation.
The epoxidation reaction of ethylene catalyzed by silver shows a distinct pressure gap.
Higher oxygen pressures are needed in order to convert the silver surface into a silver-
oxide overlayer where weakly adsorbed oxygen atoms are formed, that selectively epoxidize
ethylene[23].

Higher surface coverages will not only influence the rate but can also change the selec-
tivity for a reaction. An interesting example is the low-temperature oxidation of ammonia
over Pt (see Sections 3.3 and 6.1). Single crystal studies of ammonia oxidation demon-
strate the presence of only two products, N2 and NO, when a Pt single crystal is exposed
to molecular beams of ammonia and oxygen. Ammonia oxidation studies carried out un-
der atmospheric conditions, however, reveal the formation of N2O. N2O can be formed
from NO at step edges, which may not be present on the ideal single crystal surfaces
studied, or requires weakly adsorbed intermediates not formed under UHV conditions
but only at high coverage. Unique intermediates such as NO−

3 may also form when the
surface is slightly oxidized owing to its exposure to higher oxygen pressure.

An example of such high-pressure effects are the studies of ethylene hydrogenation.
Hydrogenation of ethylene[24] by a Pt(111) surface under atmospheric conditions occurs
by a weakly adsorbed ethylene species (π-bonded), that predominantly forms only under
reaction conditions, when the surface is nearly completely covered with strongly adsorbed
(σ-bonded) ethylene. Similar results were also found computationally over Pd(111) with
the exception that both π and weakly held di-σ intermediates were found to be active.
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2.3.3 Ensemble Effects and Defect Sites

In zeolites as well as in enzymes, the cavity shape and form determine the rate of con-
version and selectivity of the catalytic reaction (Chapters 4 and 7). The selectivity of a
reaction is defined as the percentage of a particular product molecule formed with respect
to the total amount of product molecules.

The planar surfaces of transition-metal catalysts, however, have few steric possibilities
to influence selectivity, since the steric constraints are absent. As a consequence, such
heterogeneous catalysts very often only have a high selectivity when limited product op-
tions exist. On such surfaces, the differences in rates of competitive reaction pathways
are controlled by differences in activation entropies and energies of the elementary rate
constants ri. These are controlled by the intrinsic chemistry of the reactions. One geomet-
ric parameter that can critically affect the reaction rate is the size of the atomic surface
ensemble necessary to activate bonds in molecules.

In Chapter 7 we discuss the unique seven-atom surface-ensemble cluster on the Fe(111)
surface (shown in Fig. 2.10C) that is optimum for N2 activation. Early suggestions that
surface ensembles with a particular number of atoms are necessary for a particular reaction
to occur are deduced from alloying studies of reactive transition-metal surfaces, with
catalytically inert metals such as Au, Ag, Cu or Sn[25]. For example, the infrared spectrum
of CO adsorbed on Pd shows the characteristic signature of CO adsorbed one-fold, two-
fold or three-fold to surface Pd atoms[26,27]. Alloying Pd with Ag, to which CO only weakly
coordinates, dilutes the surface ensembles. One observes a decrease of the three-fold and
the two-fold coordinated CO and the one-fold coordinated CO becomes the dominant
species. The effect of alloying a reactive metal with a more inert metal is especially
dramatic when one compares hydrocarbon hydrogenation reactions with hydrocarbon
hydrogenolysis reactions[28].

As an illustration we present in Fig. 2.13 the classical results of Sinfelt et al.[28] on the
effect of alloying of Cu with Ni.

Figure 2.13. Cyclohexane dehydrogenation and hexane cracking conversion as a function of the Cu/Ni

ratio of the catalyst[28].

One notes the small dependence of the dehydrogenation rate of cyclohexane on Cu
concentration. Actually the dehydrogenation reaction rate shows a slight initial increase.
In contrast, there is a strong decrease in the rate of the hydrogenolysis of hexane with
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increasing Cu concentration. The dehydrogenation of cyclohexane requires only a small
ensemble of reactive atoms, whereas the hydrogenolysis requires a large ensemble of atoms.
To explain the latter, the intermediates sketched in Fig. 2.14 have been proposed. The
bond cleavage between atoms 1 and 2 along with the subsequent hydrogenation of the
intermediates that form result in the formation of hydrocarbon fragments adsorbed on
the transition-metal surface atoms.

Figure 2.14. Multi-point adsorption of heptane on a metal surface. Surface ensemble requirement for
the hydrogenolysis reaction.

The ensemble effect is typically inferred when one realizes that a molecule that dissoci-
ates requires at least two different surface sites to accommodate the molecular fragments.
For instance, the rate constant for CO dissociation can in an elementary fashion be written
as:

rdiss = kdiss θCO (1 − θCO) (2.21)

where kdiss is the elementary rate constant for the dissociation of CO. This expression
predicts a strong dependence of the rate on CO coverage. This is the result of the ensemble-
size requirement for the dissociating the CO molecule. Experimental confirmation of this
coverage dependence can be deduced from measurements of the rate of methane formation
from pre-adsorbed CO, as for instance illustrated in Fig. 2.15. As was discussed earlier, the
rate of methanation is typically controlled by the dissociation of CO. We can, therefore,
use the rate of methane formation to help probe CO activation.

Figure 2.15. The rate of methane formation reflects the rate of CO dissociation as a function of CO

coverage on the surface of a rhodium catalyst[29].
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Using the Langmuir adsorption expression for CO, Eq. (2.21) can be rewritten as:

rdiss = kdiss

Kads
eq p(CO)[

1 + Kads
eq p(CO)

]2 (2.22)

One recognizes here Sabatier behavior in the volcano-type dependence of the reaction
rate as a function of the adsorption equilibrium constant for CO. One can also note the
positive order of the rate constant in CO pressure at the left of the Sabatier maximum
and the negative order in CO pressure to the right of the Sabatier maximum.

The structure insensitivity of hydrogenation or dehydrogenation reactions may be the
result of competing influences. One has to distinguish changes in adsorbate metal-surface
atom bond energies by electronic changes on the metal atoms, due to their altered envi-
ronment (Scheme 2.2a) from changes in the adatom bond energies due to changes in the
specific coordination of the adatom (Scheme 2.2b).

Scheme 2.2 (a) The interaction of A with M changes with a change in the electronic structure of M due

to neighboring atoms M′. (b) The interaction A with the surface changes because one of the coordinating
atoms M is replaced by M′.

Experimental[30] and theoretical[12,31] results are available that indicate a general ligand-
type surface chemical effect occurs upon alloying. The ligand effect refers to change in the
environment about the adsorption site without changes to the geometric structure of the
local adsorption site. While the structure and composition of the adsorption site remain
the same (Scheme 2.2a), the local environment of the M atoms within the adsorption
complex have different electronic properties owing to their external environment that
arises from its interaction with M′. This subsequently alters the A–M interaction.

While the ligand effect can change the nature of the adsorbate-metal surface bonding
and reactivity, it is an indirect electronic effect and is therefore less predominant than
more direct changes in the A–M adsorption complex. For instance, in Scheme 2.2b, when
M′ is substituted by atom M′′ and the M–M′′ bond energy is larger than the M–M′ bond
energy, the adatom surface-metal cluster interaction energy will decrease much more
strongly than if M′ were only at a neighboring site. This is in agreement with qualitative
deduction based on the principle of Bond Order Conservation (BOC)[32]. According to
BOC principles, more extensively discussed in Chapter 3, the interaction energy of an
adsorbate with a surface atom depends on the number of bonds and their bond strength
with neighboring atoms of the surface atom. The interaction energy increases with a
decrease in the bond order of the interacting surface-metal atoms with their embedding
environment. The ensemble effect (Scheme 2.2b) ascribes changes in adsorption energy to
direct differences in atoms within the adsorption complex.

Neurock and co-workers[33] used ab initio calculations to determine the influence of
both Ag and Au on Pd for the hydrogenation reaction of ethylene and acetylene.
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The electronic ligand effect due to alloying Pd with Au or Ag is significantly smaller
than the geometric (ensemble) effect but does play a role. The activation barriers are
reduced by about 10 kJ/mol over the alloy owing to weakening of the metal-hydrogen
and metal-carbon bonds as the result of the electronic effect[33b] . The binding energies
for both ethylene and hydrogen , however, are reduced more substantially if Au (or Ag)
is actually part of the adsorption complex. This is known as the geometric or ensemble
effect (Scheme 2.2b). The weaker metal-hydrogen and metal-hydrocarbon bonds enhance
the intrinsic hydrogenation activity. This promotional effect, however, is offset by the
fact the hydrogen-Au interactions are so weak that they limit the amount of hydrogen
on the surface. The rate of hydrogenation is typically first order or lower in hydrogen.
Therefore, decreases in the hydrogen surface coverage will inherently decrease the intrinsic
rate. Upon alloying, the order of the reaction rate in hydrogen tends to increase.

The ab initio results were used to develop an ab initio kinetic Monte Carlo scheme
to follow the rates of ethylene hydrogenation and the influence of Au[33a,c,d]. The de-
tails of the kinetic Monte Carlo method and its application to ethylene are presented in
more detail at the end of Chapter 3. The simulations explicitly followed the adsorption,
surface reaction, desorption and diffusion steps, surface site specificity, and lateral inter-
actions between surface adsorbates throughout the simulation. The simulations examined
the steady-state catalytic hydrogenation of ethylene at temperatures and pressures of
interest. The surface was then alloyed with different compositions and different atomic
configurations of Au to examine its effects on the molecular transformations and on the
overall rate and selectivity to specific pathways. A snapshot from one of the simulation
runs which captures the atomic level detail of the simulation is shown on the cover of
this book. The hydrogen atoms in the simulation predominantly sit at the three-fold Pd
sites. This significantly lowers the surface coverage of hydrogen, which should act to lower
the rate since the reaction is first order in hydrogen. The intrinsic activation barrier for
hydrogenation over the alloy, however, is also lowered owing to the presence of Au. This
increases the likelihood for each reaction. Two of these effects (lower hydrogen surface
coverage and weaker adsorbate bonding) should off-set one another, maintaining more of
a constant rate. Indeed, the simulated turnover for ethylene hydrogenation showed little
change upon changing the relative amount of Au or its specific location. These simulation
results are consistent with experiments carried out by Davis and Boudart[34] that showed
that alloying Pd with Au had little effect on the measured turnover frequency.

Whereas there is little change in catalytic activity, the selectivity over the alloy is
significantly improved. The hydrogenation of ethylene can produce significant amounts of
ethylidyne or other carbonaceous intermediates on pure Pd surfaces especially at higher
temperatures where competing dehydrogenation and carbon-carbon bond breaking steps
become more prevalent. These paths are typically much more structure-sensitive since they
require larger surface ensembles. Ab initio based simulations showed that the addition of
group IB metal such as Au or Ag can act to minimize the number of these larger ensembles
and thus reduce the unselective decomposition paths.[33a,33c,33d]

There are a range of different catalytic reactions where explicit changes in the ensem-
bles upon alloying can change the activity and the selectivity. An understanding of how
the surface-ensemble size, morphology and specific atomic arrangement influence activity
and selectivity could ultimately be used in the “design” of specific arrangements to opti-
mize catalytic performance. Vinyl acetate synthesis, which involves the acetoxylation of
ethylene in the presence of oxygen carried out over Pd and PdAu alloys, is significantly
influenced by alloy composition. Kinetic experiments in which ethylene, acetic acid and
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Figure 2.16. (a) Snapshot from the steady-state simulation of VAM synthesis over pure Pd(111).
(b) Simulation of surface coverage for vinyl acetate synthesis in the presence of PdAu alloys[33].

oxygen were pulsed over supported Pd and PdAu alloys to elucidate the temporal synthe-
sis of vinyl acetate indicate that both the activity and the selectivity of this reaction were
improved by alloying Pd with Au[35]. Ab initio calculations were coupled with kinetic
Monte Carlo simulations to examine how changes in the surface composition, ensemble
size, shape and specific structural arrangements of Pd and Au for model substrates influ-
ence the simulated activity and selectivity[33]. The simulation of vinyl acetate synthesis
over Pd(111) results in a very low production of vinyl acetate. The surface is essentially
poisoned by the acetate and oxygen intermediates that form. At the steady-state, ethylene
has a difficult time finding free Pd sites available on which to adsorb. Higher pressures
of ethylene are required in order to adsorb ethylene to any appreciable degree. This is
consistent with experimental results.

Alloying Au into the surface opens up surface sites for ethylene to adsorb, since ethylene
is only 20 kJ/mol more weakly bound to Au than to Pd. Acetate and oxygen, however, are
much more strongly bound to the surface and will therefore tend to bind selectively only
to the Pd sites. Au decreases the surface coverage of acetate, and even more importantly,
provides sites where ethylene can adsorb exclusively. Well-dispersed Au will therefore
create ensembles where ethylene is surrounded by acetate intermediates, thus creating
more active local environments. Figure 2.16, for example, shows the steady-state surface
population (coverage) over a well-dispersed PdAu (111) alloy surface.

Acetate and oxygen adsorb exclusively on the bridge and three-fold Pd sites, respec-
tively. Ethylene, however, adsorbs on Au sites where it reacts with neighboring Pd to
form vinyl intermediates. These vinyl groups react with neighboring acetate to form vinyl
acetate. The simulated activity and selectivity in this system was improved by a factor of
2 and 3%, respectively. The size and shape of the Pd and Au ensembles were subsequently
tailored to enhance the self assembly of ethylene and acetate under reaction conditions
and optimize the simulated activity and selectivity. The Au island sizes in Fig. 2.16, for
example, were found computationally to improve the activity by an order of magnitude
and the selectivity by 7%. Whether these surfaces can be made and whether or not they
are stable is an important issue. Note that qualitatively very similar results were found
for simulations which follow the mechanism where ethylene first couples with acetate and
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then subsequently undergoes a β-hydride elimination from the acetoxyethyl intermediate
to form vinyl acetate. This mechanism has shown experimentally to be more favorable
than the route through vinyl.

In addition to the topological surface-ensemble effect, there is increasing awareness of
the importance of the activation of molecules by surface defect sites such as kinks or
steps compared with their reactivity over terrace sites. For example, studies on single
crystal surfaces of Ni demonstrated that for the steam reforming reaction CH4 + H2O→
CO + 3H2

[36], CH4 activation is rate limiting. Model single crystal surface experiments
have shown that the D2/CH4 exchange reaction tends to proceed at step sites where
the activation barrier which is 82 kJ/mol, is significantly lower than the barrier of 101
kJ/mol which is found at the terrace sites. In addition, the C atoms that form prefer to
bind at the surface edges where their recombination leads to deactivating graphene-carbon
formation. Alloying Ni with Au tends selectively to poison the coordinatively unsaturated
sites which occur at both kink and step sites. Indeed, the nickel catalyst is promoted by
alloying it with Au, which results in a significant increase of the activation energy for
methane activation (CH4 activation now only occurs at the terraces of Ni). In addition,
there is an increase in the stability of the catalyst since coke formation is now suppressed.

The difference in surface energies of the metal components that form the alloy helps to
determine the level of enrichment with the low surface energy component at coordinatively
unsaturated surface atom sites. The enrichment depends exponentially on the degree
of coordinative unsaturation of the surface atoms. For the statistical mechanical ideal
solution model of an alloy, one can derive the surface composition, xs, to be

xs

1 − xs
=

xb

1 − xb
e

1
4 m(∈11−∈22)/kT (2.23)

where xs and xb are respectively surface and bulk concentration, m is the coordinative
unsaturation of a surface atom and ∈11 and ∈22 are the bond energies between two atoms
in the pure components[37]. The energy expression used to deduce Eq. (2.23) is derived
from the elementary broken-bond model, that assumes the energy to be linear in the
number of neighbor atoms.

Relation (2.23) implies that in alloys such as Ni with Cu, there is substantial enrichment
at the surface where the low surface energy component, or a complex or a phase on a
metal oxide, segregates to the surface. This enrichment preferably occurs at the more
coordinatively unsaturated step edge and kink sites.

The degree of surface segregation can change significantly in the presence of a reactive
environment. Adsorbates that bond strongly to the surface can readily lead to surface
reconstruction as well as changes in the segregation behavior. This is the result of differ-
ences between the bond strengths between the adsorbate and metal 1 and the adsorbate
and metal 2. A more accurate analysis of the surface composition would require following
the dynamics of surface segregation, and surface reactivity all at the same time.

The difference in the dependence of the two reactions shown in Fig. 2.13 (of dehydro-
genation and hydrogenolysis) on the degree of alloying may also be due to the differences
in the reactivity of steps and kinks versus terrace sites. The C–C bond cleavage reaction
will occur preferentially at step edges (see Chapter 3, page 139). The very rapid decrease
in hexane hydrogenolysis rate with Cu alloying is then explained by preferential poisoning
of the step edges, which are only present in small amounts. This point of view is supported
by experiments by Blakely and Somorjai[38] that show on Pt single crystal surfaces with
varying step density structural independence for the hydrogenation reaction but structure
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dependence for the hydrogenolysis reaction. As we will describe in the next section, as
the particles become less than some critical size less than 1 nm, the chemistry may be
controlled by unique electronic and structural properties of the particle that are dictated
by metal-support interactions.

The highly reactive step edges also provide adsorption sites which have strong binding
energies. Therefore, these sites are most likely to be readily poisoned during reaction. Ex-
periments using radiochemical labels[39] have provided significant evidence for the forma-
tion of carbonaceous overlayers on transition-metal catalysts. It was found, for example,
that the small Pt particles used in bifunctional zeolite catalysts to establish hexane-hexene
equilibrium are only selective in this reaction after being deactivated with a carbonaceous
residue. This carbonaceous residue is thought to poison step edge or kink type sites that
are selective towards the hydrogenolysis reaction. The terrace atom sites, however, appear
to be responsible for carrying out dehydrogenation/hydrogenation reactions.

The two points of view that we have outlined here so far are the Langmuirian uniform
surface view[1] versus the Taylorian[2] specific reactive site view. Clearly, the demonstra-
tion of the unique properties of step and kink sites versus terrace sites supports the
Taylorian view that catalysis occurs by uniquely active sites, that are sometimes only
present in very small numbers.

2.3.4 Cluster Size Effects and Metal-Support Interaction

2.3.4.1 Metal-Support Effects and Promotion; Relation to Catalyst Synthesis

We continue with our investigation of the features of the extrinsic environment which
influence the intrinsic kinetics of the active site. It is well established that the particle
size and shape as well as the support on which they sit can significantly influence their
performance for structure sensitive reactions. In order to provide a perspective of the
physical chemistry of supported clusters, we first provide a brief overview here of the basic
catalyst preparation methods. These methods ultimately dictate the surface composition
of the support, and thus control the size, shape, morphology and adhesion of the metal
particles that form on the support. Understanding the chemistry that occurs at the metal-
support interface is therefore important for improving the preparation of heterogeneous
catalysts. The aim of catalyst synthesis is usually to produce a catalyst with a high
dispersion of catalytically active surface components that therefore have a small particle
size. In catalyst synthesis, the catalytically active precursor complexes are first dissolved in
an aqueous solution and then contacted with the catalyst support. After impregnation, the
catalyst is dried and subsequently activated. In the aqueous phase, the catalyst support
is typically covered with terminal hydroxyl groups of varying basicity and acidity. Their
relative concentration is determined by the colloid chemistry of the system. The pH
of the solution with respect to the isoelectric point of the oxide plays a key role (see,
for example, Farauto and Bartholomew[40] and van Santen et al.[41]). The choice of the
catalyst precursor complex relates to whether basic hydroxyl or acidic groups cover the
surface of the support. For example, as will be explained in Chapter 5, the commonly used
alumina supports are dominated by basic hydroxyl species whereas silica supports contain
only weakly acidic hydroxyl surface species. An ion exchange with surface hydroxyls
creates surface complexes with single metal cations or small metal clusters, and hence
provides a good strategy to synthesize catalysts that are highly dispersed. The catalyst
precursor used depends on the nature of the surface hydroxyls that dominate on the
support surface. For example, to prepare a highly dispersed Pt on alumina catalyst a
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negatively charged Pt complex is typically used such as PtCl4 2−. This complex can ion
exchange with the basic hydroxyls of the alumina support. The initial complex on the
catalyst support is considered to be a surface complex such as (AlOH)(PtCl4).

A very different system is used, however, in preparing a catalyst supported by silica,
which contains only weakly acidic silanol groups. In preparing a Pt on silica catalyst,
Pt(NH3)4 2+ is typically used to carry out the ion-exchange reaction with silanol protons.

In subsequent catalyst activation steps, a complex set of reactions can take place, and
depend on catalyst loading as well as the chemistry. For surface complexes that are not
easily reduced, such as for Co2+ or Co3+ reacted with alumina or silica, the support-metal
particle interface may exist as a Co-aluminate or -silicate layer. Under reducing conditions,
this interface is covered with reduced Co. In addition, subsequent catalyst preparation
steps carried out on a reactive support such as TiO2 can increase the interface with a
reduced metal particle by partially covering the reduced metal particle with the oxide or
by an increased wetting of the particle surface which will increase the interfacial area[42a,b].

The chemical reactivity of the catalyst support may make important contributions to
the catalytic chemistry of the material. We noted earlier that the catalyst support con-
tains acidic and basic hydroxyls. The chemical nature of these hydroxyls will be described
in detail in Chapter 5. Whereas the number of basic hydroxyls dominates in alumina, the
few highly acidic hydroxyl groups also present on the alumina surface can also dramati-
cally affect catalytic reactions. An example is the selective oxidation of ethylene catalyzed
by silver supported by alumina. The epoxide, which is produced by the catalytic reaction
of oxygen and ethylene over Ag, can be isomerized to acetaldehyde via the acidic protons
present on the surface of the alumina support. The acetaldehyde can then be rapidly
oxidized over Ag to CO2 and H2O. This total combustion reaction system is an example
of bifunctional catalysis. This example provides an opportunity to describe the role of
promoting compounds added in small amounts to a catalyst to enhance its selectivity or
activity by altering the properties of the catalyst support. To suppress the total com-
bustion reaction of ethylene, alkali metal ions such as Cs+ or K+ are typically added to
the catalyst support. The alkali metal ions can exchange with the acidic support protons,
thus suppressing the isomerization reaction of epoxide to acetaldehyde. This decreases
the total combustion and improves the overall catalytic selectivity.

The chemistry at the interface of a transition metal and a reactive metal oxide, such as
TiO2, can be quite different to that carried out over large metal particles alone. Reducible
oxide supports such as TiO2 or V2O5 can help to promote the chemistry on the metal
and behave quite differently to than oxides such as alumina. The dissociation of CO,
for example, is usually considerably enhanced at the interface of the metal and a reactive
oxide, where it can dissociate leaving a carbon atom attached to the metal and the oxygen
at a cation site such as Ti or V on the metal oxide support.

Consecutive reactions with hydrogen or CO lead to the removal of this oxygen as H2O
or CO2, respectively. In reactions such as Fischer–Tropsch , where CO dissociation is
rate-limiting, the addition of such promoters helps to enhance the activity and even the
selectivity for chain growth reactions. The increase in selectivity is the result of increasing
the concentration of reactive carbon atoms on the transition metal.[43a,b].

Another example of the influence of the metal/metal oxide interface on the chemistry
of the metal refers to the promotional effects that take place in the presence of alkali metal
oxides on transition-metal catalyzed reactions. Alkali and alkaline earth metal oxides are
known to promote the catalytic activation of different molecules such as CO (in Fischer–
Tropsch) and N2 (in ammonia synthesis) over supported metal particles. Coadsorbed alkali
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metal generates an electrostatic field that favors electron donation from the transition
metal to the adsorbate. These effects can be understood by generally lowering of the
work function in the presence of the alkali and alkaline metal oxide promoters[43c,d,e].
This lowers the activation energy of the bond dissociation reaction. For more details on
the chemistry of the promoter effects we refer to Thomas and Thomas[3], Somorjai[44],
and Diehl and McGrath [45].

To maximize the rate of a reaction, one needs the maximum exposure of metal- or
catalytically active atoms to the reactants. Hence there is a great desire to stabilize small
particles on catalyst supports. In the next two subsections on transition metals we will
provide a detailed description of changes in the chemical reactivity of transition metals
when the particle size decreases. This provides a short background to aid in understanding
the effects of particle size on catalysis. In the next subsection we discuss cluster size
dependence effects and in the subsections that follow we will summarize the specific effort
on supported Au clusters.

2.3.4.2 Cluster Size Dependence

One can distinguish at least three different characteristic regions for transition metal
particles[46] and their catalytic activity:
(a) Specific molecular structures with sizes that are less than 40 atoms. These are com-

prised predominantly of surface atoms. There are very few, if any, bulk atoms.
(b) The nanoparticle region falls in between that for the molecular structures and that

for bulk particles. The relative energies of the particles are dominated by differences
in the surface energies. Structures different from the bulk may become stabilized.
Surface energies are of the same order of magnitude as the differences in the bulk
energies.

(c) Crystallites of bulk lattice structures, with faceted morphologies.

We will discuss in detail cases (a) and (b). The shapes of crystallites in catagory (c) are
controlled by bulk-metal energies and therefore do not require separate treatment.

(a) Molecular clusters

To introduce the subject, we examine a range of different Rhx clusters and their cor-
responding energies. Figure 2.17 depicts 21 highly symmetric cluster shapes, that small
metal atoms can assume. DFT calculated formation energies for each structure, normal-
ized per Rh atom, are also given in Fig. 2.17.

While the bulk formation energy of metallic Rh is –555 kJ/at, the most stable Rh13

cluster results in a corresponding value of only –299 kJ/at. The differences may reflect the
much lower average coordination number of the cluster atoms compared with the bulk.
One also notes that a few selected clusters such as Rh3, D3h; Rh4, Dh4; Rh4, D3h; Rh9,
Oh; Rh13, Ih have similar formation energies, whereas the atoms in these clusters have
very different coordination numbers. The planar configurations appear to be the preferred
clusters at least for the smaller sized clusters.

Quantum chemical bonding details determine the relative stability and structure of
these clusters. Because of their lower stability, the small metal clusters can be expected
to be generally highly active. The reactivities usually show a maximum at a particle size
between three and seven metal atoms[48,49]. Three parameters appear to be important
in controlling the reactivity of these clusters: the coordinative unsaturation of the sur-
face atoms, the availability of enough cluster atoms to bind with an adsorbing atom or
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Figure 2.17. The topologies of 21 small spin-optimized Rhx rhodium clusters and their corresponding
formation energies per atom in kJ/at[47].

molecule, and the ionization potential or electron affinity of the cluster. A low reaction
barrier for dissociative adsorption of a gas-phase molecule requires electron donation from
the metal cluster into an antibonding orbital of the dissociating bond.

For the alkali metals[50] and noble metals (i.e. Cu, Ag and Au), the differences in the
relative stability and electronic structure of these clusters as a function of cluster size N
can be understood by using a spherical free electron model. The clusters contain well-
defined orbital structures analogous to those found for atoms and molecules rather than
the band structure found for bulk metal systems. Electron-shell closure and maximum
stability are predicted for N = 8, 20, 34, 40, 58, and 92 atom clusters.

An example of an experimentally measured and simulated sequence of measurements
for Au clusters[51] is shown in Fig. 2.18.

It appears that on practical catalysts which contain reactive hydroxyl groups or co-
adsorbed water, small metal particles are highly reactive towards oxygen and, hence,
are difficult to reduce. Temperatures for reduction of small metal oxides may differ from
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Figure 2.18. Electron affinities of Au1−79. Predicted shell closings at 8, 20, 34, and 58 are observed[51].

The gradual increase in electron affinity, and also the decrease in ionization potential can be understood
electrostatically. When a conductive sphere increases in size, the charge can be better accommodated

because it can distribute over a larger surface. The low electron affinities are found at the shell closure
values, because the empty orbitals have a high energy with respect to the occupied orbitals. The dif-

ferences in energy between the odd- and even-number clusters reflect differences in energy between the
corresponding HOMO (Highest Occupied Molecular Orbital) and LUMO (Lowest Unoccupied Molecular

Orbital).

temperatures for reduction of the corresponding metals by several hundred of Kelvin.
Also during reaction, the highly reactive small particles may form cluster compounds
with unique reactivity determined by cluster-complex chemistry.

(b) The Intermediate Nanoparticle Region

This regime is of most interest to practical catalysis, since most of the supported metal
particles used industrially fall in this size range. The nanoparticles that fall within this size
range tend to form three basic types of structure: cuboctahedron (Fig. 2.19a); decahedron
(Fig. 2.19b) and icosahedron FCC metals tend to take on the cuboctahedron cluster as it
usually works out to be a minimum in energy following closely the structure of atoms in
the infinite bulk structure. This structure is similar to the D3h Rh13 cluster in Fig. 2.19.
The icosahedron structure can be recognized as Ih Rh13 and the D5d decahedron as Rh13,
respectively. Crossover between the different structures occurs as a function of particle
size. Such crossovers are due to an increase in the relative importance of the surface
energies when the size of a particle decreases. The simple expression for the energy of a
droplet-like cluster with one type of surface can be used to help understand the relative
stability of different sizes. With symmetrical potentials between the atoms it can be
written in the form (Fig. 2.19c).

U

N
= A + BN−1/3 + CN−2/3

where N refers to the number of atoms in the cluster, and U is the potential energy of
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Figure 2.19. Structures of 309 atom clusters: (a) fcc cuboctahedron; (b) decahedron; and (c) icosahe-
dron.

the cluster. In this polynomial function A describes the volume (bulk) contribution, B
the surface contribution and C the edge contribution to the energy.

In the structures shown in Fig.2.19, the bulk energies, A, are different. Hence, when
crossover from one particle structure to another occurs, the bulk energy A also changes.
Table 2.1 summarizes the calculated cluster sizes at which crossover takes place for vari-
ous different metals [52]. The results were calculated for different metals using molecular
mechanics simulations.

Table 2.1. Crossover numbers between the different morphologies for the structures in Fig. 2.19[52]

Crossover Ag Pd Ni Au

fcc↔icos 5286 1948 11175 550

icos↔deca 3739 1388 7382 393

deca↔fcc 83905 19022 121371 704

The equilibrium shape of a particle is determined by the Wulff rule[53], according to
which the ratio of the surface areas are inverse proportional to their surface energy.

For a metal such as Co, there is a phase transition from the low-temperature bulk hcp
structure to the high-temperature fcc structure. In moving to small Co particles, the fcc
structure now becomes stabilized because of the low surface energies of the fcc faces as
compared with those of the hcp particles. The crossover between hcp to fcc occurs when
the particles become smaller than 175 nm.

An extensive number of studies have examined the equilibrium shapes of Au clusters
in the range of 50–5000 atoms.[46]. A broad range of different structural forms have been
analyzed. This includes truncated octahedra in addition to the structures given in Fig.
2.20. This figure summarizes the computed predictions.

The equilibrium shape of an fcc particle is the truncated octahedron with “magic”
numbers of N = 38, 201, 585,· · ·. In Fig. 2.20 these sizes are recognizable as the points
on a drawn line. Over a wide range of sizes the decahedral clusters with varying ratios of
their surface edges are found to be most stable.
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Figure 2.20. Energies of structurally optimized Aun (N ≤ 520) clusters plotted as (E − εBN)/N2/3

vs N (on an N1/3 scale), where εB = 3.93 eV is the cohesive energy of an atom in bulk Au. Various

structural motifs are denoted as Oh(- -� - -), Ih (...�...), TO (–∗–), t–TO (�), To+ (+), t–TO+ (|−−|), i-Dh

(•), and m-Dh (⊗), with the � denoting m-Dh clusters in the enhanced stability region. The 75, 101,
and 146 atom m-Dh clusters corresponding to particular stable structural sequences are denoted by �.

The (m, n, p) indices of m-Dh are shown in the inset for a (5,5,2) cluster. Adapted from C.L. Cleveland
et al.[46].

2.3.4.3 Gold Catalysis; an Example of Coordination, Particle Size and Sup-
port Effects

The importance of metal particle size and metal support effects on catalytic reactivity
is probably best illustrated by examining the current flurry of work in the literature
on the catalysis of supported Au nanoparticles. Pioneering work by Haruta et al.[54]

led to the first discovery of the unique catalytic performance of nanometer-sized Au
particles on various different supports including α-Fe2O3, Co3O4 and NiO. It is now well
established that finely dispersed Au nanoparticles are highly active for a range of different
catalytic reactions including CO oxidation, H2 oxidation, water gas shift, hydrogenation
of unsaturated hydrocarbons and alkene epoxidation[55−58]. The nature of the support in
these systems plays a very important role since bulk Au is quite noble and hence non-
reactive. Since the first discovery by Haruta et al.[54] in 1989, the research efforts on Au
catalysis have increased exponentially.

Despite the substantial experimental and theoretical efforts, the nature of the active site
and the features which control its reactivity are still intensely debated in the literature.
There are three predominant explanations for the low-temperature activity of supported
Au. The unique activity is attributed to: (1) Changes in the specific particle’s shape,
atomic structure or size which ultimately controls the relative ratios of edge, corner and
terrace sites[55,59−62]. The coordinatively unsaturated edge and corner sites are defect
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sites which result in stronger bonding to the adsorbates. This lowers the barriers to break
adsorbate bonds and can therefore help activate various reactions. In other cases, the
bonds with the adsorbate are too strong and can thus lead to deactivation. (2) Quantum
size effects that occur when the particle size is below a few nanometers[55,60]. In moving
from large metal particles to nanometer size particles, the electronic structure changes
from one which is comprised of valence and conduction bands to one which is made up
of individual molecular states, thus leading to a metal-insulator transition. (3) Electronic
or structural influence as the result of the metal-support interaction. In particular, the
support can induce strain[64] on the metal–metal bonding at the surface. In addition,
there can be electron transfer to or from the active Au particle, thus influencing its
behavior. The role of neutral Au metal atoms[59,62,65−69], Au cations[56,70−72] and Au
anions [73−75] have all been suggested as active surface sites that carrier out the chemistry.
The interaction between the metal and the support can also lead to the formation of unique
active sites that can form at the metal-support interface.

2.3.4.4 Structural Effects

As long as the number of terrace atoms is large compared with the number of edge
atoms, the shape of large metal particles can be predicted from the Wulff–Kaichev
construction[53,76]. Depending on the surface energy of the crystal facets and the metal
oxide adhesion energy, the Wulff equilibrium polyhedra truncate. Molina and Hammer[68]

computed an adhesion energy of 0.52 J/m2 for the Au(100)–MgO(100) interface. This
can be compared with the Au(100) surface energy, which is 0.84 J/m2. The equilibrium
shape of the Au particle deforms so as to favor an increased surface area of Au exposed
at the Au–MgO interface. This is illustrated in Figs. 2.21. The Wulff construction ignores
the formation energy of the edge and the corner atoms. Therefore, it is really only valid
for large particles.

Figure 2.21. (a) Schematic illustration of a truncated Wulff octahedron on a support. (b)and (c) are

DFT (PW91 self consistent) derived, relaxed structures of Au supported on MgO(100) with a decreasing
degree of partial wetting behavior[68].

Molina and Hammer[68] studied the size of small Au particles dispersed on the MgO(100)
surface by DFT. The structure shown in Fig. 2.21b is found to be more stable by 0.1 eV
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than the structure given in Fig. 2.21c. The latter corresponds to the equilibrium shape
sketched in Fig. 2.21a.

A decrease in particle size increases the relative ratio of surface atoms and atoms
which have lower coordination numbers. Therefore, the reactivity of these particles tends
to increase. Interestingly, often the activity per surface atom also changes. For supported
catalysts, the turnover number (TON) typically goes through a maximum[77]. Smaller
particles lead to increased coordinatively unsaturated sites. The adsorption energies at
these sites are typically the highest. Dissociative addition reactions, therefore preferen-
tially occur on such sites also for reactions that are positioned to the left of the Sabatier
maximum. This is consistent with an increase in TON. Second, the active sites are some-
times positioned at the interface of metal particle and catalyst support. With a decrease
in particle size, this interface between the metal and support increases, which should also
increase the overall activity.

Decreasing the particle size to very small atomic ensembles , however, can sometimes
lead to reduced activity. This is related to two factors. Metal atoms in the cluster which
have very low coordination numbers form very strong bonds with the adsorbate to com-
pensate for the smaller number of metal–metal bonds. This increased binding energy
between the metal and the adsorbate leads to higher reduction temperatures. This shifts
the reactivity patterns. There is therefore a shift in the position along the Sabatier curve.
Larger Au particles tend to lie closer to the left of the Sabatier maximum whereas
these smaller particles tend to lie to the right of the maximum whereby the products
or other intermediates begin to inhibit the surface reactivity. In addition to the enhanced
metal-adsorbate bonding, the bonding between the metal and the oxide support becomes
stronger, and as such, may begin to deactivate the metal clusters. For example, metal
atoms bound to an oxide support tend to transfer electrons to the support and become
oxidized. Bogicevic and Jennison [78] have shown that the nature of the metal-oxygen
bond for single metal atom and small metal clusters at very low coverages on the oxide
support is primarily ionic regardless of the metal chosen. For larger particles there is a
trade-off between metal–metal and metal-oxygen bonding.

Results of DFT calculations predict that Pd, as well as Pt, on the ideal MgO(100)
surface will tend to form clusters rather then isolated ions[79]. Metals that lie closer to the
right in the periodic table, such as Cu, form much weaker metal–metal bonds. Copper,
silver and gold tend to prefer isolated ions which tend wet the surface. For a detailed
review on metal-support interactions we refer to the review by Campbell[80].

Figure 2.22 illustrates the particle size effects for Au particles of nanometer size sup-
ported by TiO2. The catalytic properties of Au are altered in a unique fashion. Au particles
between 2 and 4 nm supported on titania show unique activity for the low temperature
oxidation of CO, whereas large particles are non-reactive.

As the particles become smaller, the fraction of metal atoms in the cluster that reside at
the surface increases. This increases the ratio of corner and edge atoms over terrace atoms.
For a few different surfaces the adsorption energies of O and CO are computed and plotted
as a function of coordination number of the metal surface-atoms. The lower the degree of
coordination, the higher is the degree of coordinative unsaturation representative of edge
atoms. The computed adsorption energies, given as a function of the Au surface-atom
coordination number, are shown in Fig. 2.23[59]. The increased degree of coordinative
unsaturation will act to increase the rate up to the point where the adsorbate binding
is too strong (Sabatier maximum). The rate will then decrease owing to the inability to
remove CO from the surface. This is analogous to conventional CO oxidation catalysts
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Figure 2.22. Effects of particle size on the activity of titania-supported Au for the oxidation of CO[63] .

Figure 2.23. The correlation between the binding energies, for CO molecules and O atoms, with respect

to the coordination number of Au atoms in a series of environments. Binding energies, reported in eV,
here are referred to gas-phase CO and O2

[59].

that demonstrate suppression of the rate by CO inhibition at low temperatures.
The adsorbate bond energy increases with increase in the degree of coordinatively

unsaturated metal atoms. This is due to the decrease in the localization energy of electrons
on the Au surface atoms for structures with fewer neighboring atoms.

As we will discuss in more detail in Chapter 3, the delocalization of electrons is pro-
portional to the square root of the number of coordinating atoms[37]. One would therefore
expect adsorbate binding energies to increase with decreasing particle size, owing to the
increased number of coordinatively unsaturated surface atoms. The reactivity of these
particles with respect to cluster size will then depend the position of the adsorbate bond
energy with respect to the Sabatier curve maximum.

2.3.4.5 Quantum Size Effects

As was briefly mentioned above, the increased reactivity of small Au nanoparticles may be
the result of the unique electronic characteristics of small Au clusters. There is a clear shift
from the bulk metal properties which readily allow electron transfer between the valence
and conduction bands of the metal due to small energy differences between these states. In
reducing the size of a metal particle to the nanometer size scale, we lose the band structure
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of the metal and form more of a molecular-like structure with discrete energy differences
between molecular orbitals. This results in the formation of a more appreciable energy
gap between the highest occupied and lowest unoccupied states and thus the transition
from metallic to insulator electronic properties. This is know as a quantum size effect.
The influence of quantum size effects on the unique low-temperature activity of Au has
been speculated by Valden et al.[63], who demonstrated unique reactivity for 3.5 nm Au
particles supported on model TiO2 substrates. The size was consistent with the transition
from metal to insulator. Theoretical studies by Mills et al.[60] also suggest quantum size
effects. A more extensive description of these effects can be found in Section 2.3.4.2.

2.3.4.6 Support Effects

The support clearly affects the rate of some Au-catalyzed reactions. The support can play
various roles. First, the support can change the nature of the metal particle adhesion to
the surface, and thus change the metal particle size that forms, as was discussed above.
Second, the support can act to strain the metal–metal bonds, which would significantly
change the electronic properties of the metal atoms near the interface and thus their
catalytic properties. Third, there can be electron transfer between the metal and the
support, which would change the electronic properties of the metal. Neutral and positively
and negatively charged Au clusters have all been proposed to be catalytically active for
specific reactions in the literature. Lastly, the interface between the metal and the support
can act to create unique bifunctional sites which demonstrate enhanced reactivity. We
discuss the last three effects below. The effect of particle size on the catalytic performance
was discussed in detail in the previous section.

Mavrikakis et al.[64] have nicely shown that the strain induced on the metal–metal
bonds by the misalignment of the metal lattice to the registry of the oxide support leads
to a shift in the center of the d-band. This change in the electronic structure alters the
adsorbate bond strength at these sites, which ultimately dictates the reactivity of the
metal. While these effects may die off for large particles on the support, they can clearly
play a role for smaller nanoparticles that are in direct contact with the support.

2.3.4.7 Elucidating Mechanisms and the Nature of Active Sites

Much of the current work on the mechanisms responsible for the unique Au activity have
focused on understanding CO oxidation. CO oxidation is generally agreed to proceed by
the adsorption of both CO and oxygen, the activation of oxygen, and the subsequent
formation and desorption of CO2.[55,62,66,77,81] It is still debated as to whether atomic or
molecular oxygen is the reactive oxygen species. A fair amount of the current evidence ap-
pears to point to a bifunctional-type site where CO is adsorbed to the Au at the Au/oxide
interface whereas molecular oxygen is activated on a nearby site on the oxide.[55,62,66,77,81]

This, however, is still debated. The mechanism, however, is strongly dependent upon the
charge state of the metal. We will, therefore, discuss the current thoughts on the mech-
anisms in the subsections that follow and more specifically analyze the different charged
states of the metal.

2.3.4.8 Electron Transfer Effects

The unique properties of small Au particles responsible for the low-temperature catalytic
activity have not been given a definitive explanation[55]. Neutral and negatively and pos-
itively charged gold particles have been identified on different metal oxide supports and
speculated in catalyzing different reactions. The formation of neutral and positively and
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negatively charged gold clusters is clearly influenced by the nature of the support and
its ability to transfer or accept charge. The reaction conditions can also act to influence
charge transfer and modify the oxidation state of the metal. The sensitivity of the reac-
tion conditions, the support used and the reaction examined suggests that active sites
for different reactions may actually be different. That is, the active site for CO oxidation
may be different to that for water gas shifts and alkene hydrogenation. We discuss exper-
imental evidence along with theoretical results for each of the three different Au charged
states as potential reaction sites.

2.3.4.9 Neutral Au Clusters

While much of the work in the literature has speculated on the presence of neutral Au
clusters, there has been very little in-situ experimental evidence to support these ideas.
Calla and Davis[65] claerly showed the presence and the activity of neutral Au clusters
under reaction conditions. They followed the CO oxidation reaction over Au supported
on Al2O3 using in-situ X-ray absorption spectroscopy as well as with transient isotopic
labeling studies. Their results indicate that Au3+ is reduced during calcination and that
the active species throughout the reaction appears to be metallic Au[65].

The results from many of the theoretical studies on idealized models of TiO2 and MgO
surfaces indicate that Au metal clusters remain nearly neutral. Some of the earliest theo-
retical studies suggested that the increased activity of Au was the result of the increased
presence of coordinatively unsaturated sites such as step edges and corner sites for small
Au clusters. CO, as well as oxygen, showed significantly enhanced adsorption energies at
these sites, as depicted in Fig. 2.23. The increased binding energies at these sites were
thought to enhance the rate of elementary steps involved in CO oxidation[59].

In subsequent studies, Liu et al.[66] calculated the activation barriers for CO oxidation
over Au(211) slabs supported on TiO2. The barriers for the oxidation of CO by atomic
(O*) and molecular (O2*) oxygen were calculated to be 25 and 60 kJ/mol, respectively[66] .
The barrier required to dissociate O2 to form atomic oxygen, however, was found to be
over 100 kJ/mol. The reaction path involving molecular O2, therefore, appears to be
the favored route. On small metal particles, the increased adsorption energies at step
edges increases the surface coverage of CO. O2, on the other hand, adsorbs at the pos-
itively charged Ti sites and results in a charge transfer from the supported Au into the
antibonding 2π orbital of O2, thus activating O2 for reaction[66,67].

Theoretical studies of Au-supported clusters on MgO by Molina and Hammer[68] sup-
port this same view that the adsorption of molecular oxygen is stabilized at the interface
between Au and the MgO support. Molecular oxygen is found to be the reactive oxygen
intermediate. The active interface is shown in Fig. 2.24 which identifies different proposed
CO binding configurations and reaction intermediates for CO oxidation on various shaped
Au[68] clusters supported on the model MgO(100) surface.

More recent results by Remediakis et al.[62] identify two possible mechanisms for CO
oxidation. The first suggests that the reaction takes place between CO on the metal O2

which is bound to the titanium support at the Au interface. This is similar to the studies
by both Liu et al.[66,67] and Molina et al.[68,82] This mechanism strongly depends on the na-
ture of the support and its ability to stabilize O2 at the interface. The second mechanism,
however, is one which is nearly independent of the support. This mechanism proceeds
solely over Au. Low coordination sites are found to be important for activating CO and
O2. The presence of these two routes agrees with the current experimental evidence which
shows strong support dependence for some systems with little to no dependence on the
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Figure 2.24. Proposed CO–O2 binding configurations on various shaped Au[68] clusters on Mg(100).

CO adsorption at the interface between the support and cluster is disadvantageous owing to steric effects
as the CO is repulsed by the support. Oxygen is bound to both the cluster and the support, ultimately

forming a CO–O–O complex at the cluster’s edge with the most favorable arrangement shown in (b).
When the complex rearranges as depicted in (d), the barrier to reaction is lowered significantly and CO2

is readily formed. The second oxygen remaining on the gold particle is even more easily reacted with CO.
(e) shows an alternative arrangement of the reaction interface. However, in this case the adsorbates are

not bound to low-coordinated gold as in (b) or (d) so the reaction is less favorable[68].

support for other reactions.
Gold catalysts dispersed on TiO2 also demonstrate unique catalytic reactivity for the

epoxidation of propylene with hydrogen and oxygen. Hydrogen peroxide is proposed to be
the active intermediate. It is also thought to be formed at the interface of Au and TiO2

in a mechanism very similar to that proposed for the reactive O2/CO complex involved
in CO oxidation.[69].

2.3.4.10 Negatively Charged Au Clusters

Studies on the soft landing of Au clusters on an MgO support taken together with ab initio
calculations suggest that anionic Au is the active surface species necessary for oxdizing
CO. [73−75] The authors suggest the presence of F-center defects, formed as the result
of oxygen vacancies enable charge transfer from the support to the metal. Hakkinen
et al.[73] et al., for example, concluded that the unique reactivity of an Au8 particle
attached to the MgO(100) surface is the result of its adsorption to an MgO defect site.
Due to the presence of an oxygen vacancy (F center) the cluster is charged via (partial)
electron transfer from the oxidic support. Whereas low-temperature reaction channels
show chemistry consistent with the Molina and Hammer results, Hakkinen et al. find that
at high temperatures defect-rich MgO(100) shows strongly enhanced reactivity. CO2 is
formed initially with CO adsorbed on the top facet of the Au8 cluster and the peroxo
O2 molecule bonded to the periphery of the interfacial layer of the cluster. As we have
learned in the section on cluster size effects, Au8 is a non-reactive species due to electron
shell closure. On the other hand, Au−

8 is a highly reactive intermediate because it will
have a very low ionization potential. This is consistent with the need for electron donation
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to Au8 in order to produce its high activity.
More recent ab initio calculations carried out by Pacchioni et al.[83], however, indi-

cate that the formation of the anionic Au particles may be due to electron transfer via
tunneling from the underlying Mo substrate (used to grow the films) to the Au particles
through the very thin MgO films used experimentally. This would suggest that defect
sites may not be necessary, and that the application of these elegant surface results may
not translate to the unique catalytic particles of supported particles. Recent DFT calcu-
lations by Molina and Hammer[84] show that the presence of F centers does not appear
to lead to appreciable charge transfer to the metal particle. Their results do, however,
show that artificially charging the tetrahedral Au20 cluster on the MgO support results
in a significant improvement in the CO oxidation kinetics.

2.3.4.11 Positively Charged Au Clusters

Cationic gold species have also been speculated as well as detected in-situ for various dif-
ferent reactions. The unique reactivity of cationic Au clusters supported on ceria has been
suggested to be important in catalyzing the water gas shift (WGS) reaction. Fu et al.[70]

deposited small Au clusters on an La-doped reducible CeO2 substrate and demonstrated
unique, highly reactive Au particles for WGS. The surface was subsequently washed with
a basic NaCN solution in order to leach out metallic Au. Despite the removal of metallic
Au, the WGS activity over these leached systems remained the same, suggesting that the
active catalytic sites were comprised of cationic gold.

The reactivity of cationic gold particles has also been speculated for Au supported on
Mg(OH)2 and Fe2O3 as well as for Au atoms in zeolites. Gusman and Gates[71] used X-ray
absorption spectroscopy to identify single Au3+ atoms as the active form of Au present
in the zeolite and responsible for ethylene hydrogenation. As we will see in Chapter 3,
metal cations with partially empty d-shells are active catalysts for insertion reactions;
such a reaction is, for instance, the formation of adsorbed ethyl from ethylene and ad-
sorbed hydrogen. The reaction between surface CO and surface hydroxyl intermediates
has also been suggested to occur over cationic Au thus leading to the formation of formate
species[56] .

In a more recent study, Guzman et al.[81] used in-situ time-resolved XANES and Raman
spectroscopy to probe the nature of the active oxidation state of the metal along with the
active oxygen form for CO oxidation over Au nanoclusters supported on CeO2−x. Their
results indicate that there is a Ce(4+)/Ce(3+) redox couple. In-situ Raman spectroscopy
shows evidence for molecular oxygen bound as both an η1 superoxide as well as a peroxide
surface species form at defect sites in the oxide. The η1 superoxide appears to be the
reactive form. Au helps to promote O2 on the oxide support. XANES data suggest that
cationic Au is responsible for carrying out the chemistry.

Others have speculated that cationic Au along with metallic Au must be present[72] .
Hydroxylated Au+ species can form at the periphery of the Au/oxide interface and may
be the active species.

We have seen that the chemistry of the catalytic system strongly depends on the Au
particle size, the support used and the reaction studied. The relation between catalytic
reactivity and the charge state of the reactive Au center may depend strongly on the size
of the Au particle. A second important effect is the interaction between the metal particle
and the support. Here again, the metal particle size as well as the reducibility of the oxide
can critically impact the catalytic behavior. Theory has offered valuable insights into each
of these proposed effects by providing elementary reaction energetics along with detailed
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features of the reaction mechanism.

2.3.5 Cooperativity

In heterogeneous catalysis, there are many examples where addition of a second compo-
nent can change the overall catalytic reactivity in the system by changing its solid-state
chemistry. An example of this includes the addition of Co2+ to the MoS2 and NiS2 sys-
tems discussed in Chapter 5. The mixed metal sulfides offer significantly increased activity
due to changes in the chemical reactivity of the sulfide surface. We introduce here the
solid-state chemistry of oxide catalysts (see also reference 3). A more detailed discussion
on mixed metal oxides is presented in Chapter 5.

Figure 2.25a. Proposed propane ammoxidation mechanism[85] over Mo–V–Nb–Te–Ox catalysts.

The inorganic chemistry of a multi-component heterogeneous catalyst is often very
complex, as it is quite difficult to obtain structural information at the molecular level
to help establish the fundamental processes. As an example, we discuss the chemistry of
the complex mixed metal oxide catalyst Mo7.5V1.5NbTeO29 shown in Fig. 2.25, which is
known to catalyze the ammoxidation of propane to acrylonitrile. The active centers in
this system are multifunctional metal oxide assemblies that are spatially isolated from
one another owing to their unique crystal structures.

The Nb5+ centers are thought to stabilize the primary active Mo and V centers by
structurally isolating them. This site isolation appears to be a prerequisite for selective
oxidation. The presence of excess adsorbed oxygen would otherwise tend to lead to total
combustion. The activation of propane is thought to proceed via the abstraction of the
methylene hydrogen by a V5+ center, which subsequently changes its oxidation state to
V4+.

5+V=O ←→ 4+V−O•
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Figure 2.25b and c. (b) Catalytically active center of Mo7.5V1.5NbTe29 in [001] projection and
schematic depiction of the active site. (c)2 x 2 unit cell structure model of Mo7.5V1.5NbTeO29 in [001]

projection showing four isolated catalytically active sites[85].

Paraffin activation is thought to be free radical in character. H-atom abstraction by O
radical centers is a facile process. The adsorbed propyl radical can then lose a methyl-H
to oxygen at an adjacent Te4+(6+) center, thus forming propylene. The catalyst is consid-
ered to be bifunctional in character whereby the ammoxidation of propylene subsequently
occurs at the Mo6+ centers. The reduced Mo and V centers are regenerated by lattice
oxygen originating at a reoxidation site that is physically separated from the active site.
Dioxygen dissociates at the redox site and can then be incorporated as lattice oxygen.
Hence the ammoxidation sites of the reaction are regenerated by oxygen atoms, formed
at other sites on the surface via the dissociative adsorption of O2. The oxide medium
helps to facilitates the transport of this oxygen to the catalytically reactive and selec-
tive centers. This is known as the Mars–van Krevelen mechanism[86]. The well-defined
crystallographic structure of these catalysts, Fig 2.25(c), and in particular in the organic
chemistry of their synthesis, allows them to be viewed as self-assembled multifunctional
catalysts in which covalently bonded intermediates are exposed to topologically optimum
atomic configurations for catalysis. The catalyst can, in some sense, be considered as a
solid-phase analogue of the Wacker catalyst in its ability to simulate the catalytic cycle
and regenerate the active redox site by the remote activation of oxygen.
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In multifunctional catalysts, reactions occur in consecutive steps where each step can
be catalyzed by a different active site. Typically many reactions are at equilibrium and
one or two of the steps are rate-limiting. The selectivity then is controlled by the relative
composition of the different reaction sites which catalyze specific steps. For example,
oxidation catalysts are typically optimum when the V=O sites that catalyze the alkane
to alkene reaction are present in a high enough concentration that an alkane/alkene
equilibrium is reached in the particular oxidation system of interest. The subsequent
catalytic oxidation steps which are involved in the functionalization of the alkene then
become rate limiting.

2.3.6 Surface Moderation by Coadsorption of Organic Molecules

The coadsorption of surface moderating organic molecules can be used to induce signifi-
cant steric control of the reaction product selectivity if the size and shape of coadsorbed
molecules will form three-dimensional structures a the site of reaction on the 2D surface
(such as shrubs or trees emerging from the bottom of a forest). These groups induce
preference for reactant molecules to adsorb or form intermediates due to their optimal
fit. Coadsorption of enantiomeric molecules have been used to “design” heterogeneous
catalytic surfaces that show enantiomeric selectivity[87]. The best known is the effect of
the addition of the cinchonidine complex to Pt. The cinchona-modified Pt/Al2O3 cata-
lysts have been designed with enantioselectivity higher than 90% for the hydrogenation of
α-keto-esters. The higher selectivity observed here is thought to be executed by analogues
of the large organometallic clusters immobilized on a transition metal surface. On model
catalysts comprised of enantiomeric tartaric acid adsorbed on the Cu(110) surfaces, the
surface overlayer is found to be enantiomerically active and creates chiral channels that
expose bare metal atoms[88]. Vayner et al.[89] proposed a mechanism for the reduction
of pyruvate that proceeds through an intermediate covalently bonded to the chinonidine
(Scheme 2.3).

Scheme 2.3

This bond is subsequently broken through a hydrogen addition step. The stereochemical
arrangement and interaction between the catalyst ligands and the reactant molecule can
result in important selectivity preferences. The impact on selectivity is especially true
for homogeneous catalysts whereby catatalyst design for homogeneous catalysts often
involves screening a variety of different ligands. These same selectivity influences are also
seen in enzymes. Both homogeneous, and enzyme catalysts typically involve single metal
atom centers which impart stereochemistry by the topological positioning of the ligands
and the reactant molecules about the active center.

Heterogeneous supported transition-metal catalysts, on the other hand, lack individual
molecular centers and instead are comprised of surfaces with different metal ensembles.
Surfaces that contain step edges can begin to exploit the stereochemistry of the step to
induce topologically controlled stereoselectivity. For instance, enantioselective catalysis
has been realized electrochemically by the use of oriented transition-metal catalysts with
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optically active steps[90]. Horvath and Gellman showed similar behavior over specific sin-
gle crystal surfaces under UHV conditions[91]. Similarly, optically active polymorphs of
zeolite crystals (and even quartz) have been used as catalyst supports for enantioselective
catalysis, albeit with limited success. Another heterogeneous stereoselective catalyst is the
TiCl3-based alkene polymerization catalyst. In this catalyst, Ti3+ is the reactive center
present at the edge of the TiCl3 surface. The catalytic site here can be considered a coor-
dination complex. Reactant molecules adsorb to the Ti3+ centers similarly to the ligands
in organometallic complexes. The Ti3+ center at the surface edge is four coordinated (see
Fig 2.26).

Figure 2.26. Side view of the TiCl3 surface.

An elegant polymerization experiment that illustrates the importance of these edges is
shown in Fig. 2.27.

Figure 2.27. Electron micrograph of a hexagonal crystal of α-TiCl3. The dots are believed to rep-
resent polypropylene chains growing on sites located along a crystal growth spiral[93]. Stereoregular

polymerization occurs by selective self control of the growing polymer chain that leads to preferred
alkene insertion[92]. This is very similar behavior to that found in the corresponding homogeneous single-

site cyclopentadienyl-Ti or -Zr catalysts. The TiCl3 edge sites can be considered the inorganic surface
analogues of homogeneous organometallic complexes and display very similar chemistry. Improved het-

erogeneous catalysts have been designed using selected basic coadsorbates to optimize stereoregularity.

The layered MoS2-based catalyst (discussed in Chapter 5) that are used in the hy-
drodesulfurization of crude oil can also be considered a solid-state chemical surface ana-
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logue of organometallic coordination complexes. Indeed, a wealth of knowledge on HDS
has come out of well-defined studies using metal sulfide clusters and complexes [94−100].
Similarly, the surfaces of heterogeneous solid-state metal oxide catalysts can also be ana-
logues of corresponding coordination complexes. These catalysts operate as sulfide or
oxide phases since these are the stable phases under reaction conditions.

We have now seen that specific steric factors can control catalytic selectivity by guiding
specific reactants to specific products. Most heterogeneous catalysts, with the exception
of zeolites, can be expected to be intrinsically less selective, since they typically do not
contain a three-dimensional architecture that can help to guide the formation of specific
products. Therefore, they are optimum for those applications where thermodynamics
prescribes the formation of one particular product over the others. The careful choice of
transition metals and promoters, however, can appreciably alter chemical reactivity and
bias specific reactions, thus altering the relative rates of competing elementary reaction
steps.

2.3.7 Stereochemistry of Homogeneous Catalysts. Anti-Lock and Key Con-
cept

The selectivity of organometallic complexes used in homogeneous catalysis can be signifi-
cantly improved by changing the metal center, its oxidation state, or by manipulating the
structure as well as the electronic properties of the ligands about the active metal center.
The bulkiness of these ligands can even be tuned to help develop more highly selective
enantiomeric catalysts. The Noyori hydrogenation catalyst provides a good example. The
transition-metal cation in this catalyst is coordinated to the enantiomeric BINAP catalyst
(Fig. 2.28).

Figure 2.28. The BINAP ligand[101].

Since the BINAP ligand is optically active, the catalytic reaction is enantiomerically
selective. The rigidity of this phosphine ligand derives from the connectedness of the
phosphine groups.

Stereochemical control is typically due to the interaction between reactants and the
bulky ligands. Stereochemical control by enzymes can be comparable to the highly se-
lective organometallic catalysts. Stereochemical control of a catalytic reaction is another
example of the use of molecular recognition to control the relative adsorption strength
of reaction intermediates. One of the greatest challenges in chemocatalysis is to design
catalytic systems that combine different catalytic functions in a controlled fashion, so as
to integrate different reactions into a single catalytic system.

A successful homogeneous system involves the catalytic hydroaminomethylation of in-
ternal alkenes to produce the linear products over an organometallic Rh complex which
contains the rigid bulky diphosphorus ligand[102]. It helps to catalyze the combined se-
quence of bond isomerization, CO insertion and amination at the Rh center with stere-
ochemical control. The unique feature of this catalyst is that all three of these different
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Figure 2.29. The enantioselective hydrogenation by homogeneous Rh–BINAP catalyst.

reactions are catalyzed by the same reaction center. Chiral phosphine ligands attached to
cationic Rh catalysts are efficient enantiomeric hydrogenation catalysts. The non-bonding
interactions between the reactant alkenes adsorbed to the metal center and bulky lig-
ands force the reactant molecules to adsorb in a strongly preferred orientation. Figure
2.29 illustrates this for enantioselective hydrogenation to produce the L-Dopa product
molecule. Mechanistic studies by Landis and Halpern[103] helped to elucidate the physical
organic chemistry of this reaction. They performed kinetic studies on the hydrogenation of
methyl(Z)-acetamidocinnamate by the Rh(DiPAMP) catalyst (Fig. 2.30) and proposed
two specific pathways, namely the hydride and the alkene pathways. According to the
hydride pathway H2 initially dissociates over the Rh center to form a alkene Rh hydride.
This is subsequently followed by the reaction between an alkene and dihydride. The al-
ternative pathway is termed the alkene pathway. Hydrogenation now occurs after alkene
binding. This actually appears to be the preferred pathway (see Fig. 2.31).

Interestingly, the major product comes from the very rapid hydrogenation of the less
stable diastereomer with H2. This feature that the least-stable intermediate is actually
the most reactive has been called anti-lock and key behavior. The enantioselectivity of
the reaction is affected by the competition between the rate of hydrogenation and the
interconversion of the two diastereomers.

An increase in the hydrogen pressure suppresses the enantiomeric yield. Figure 2.32
[105], shows the computed free energy diagrams for this hydrogenation reaction. The calcu-
lations were performed using hybrid methods, involving DFT calculations embedded into
a Molecular Mechanics force field to describe properly the interaction between reactants
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Figure 2.30. DiPAMP ligand.

Figure 2.31. DiPAMP diphosphine coordinated to cationic rhodium[105].

Figure 2.32. Free energy surface (in kcal/mol) for reaction of catalyst enamide diastereomers with
hydrogen (simplified). Adapted from S. Feldgus and C.R. Landis[105].

and ligands. The results presented in Fig. 2.32 indeed demonstrate that the intermediate
(PRO-R) with the highest free energy reacts with the lowest activation barrier.
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The results can be best explained as being representative of a loose transition state where
the barrier height is dominated by the need to weaken the interaction between catalyst
and substrate. The unfavorable adsorption state appears to be the most reactive. It is
also the adsorption mode in which the entropy is a maximum.

2.4 Surface Kinematics

2.4.1 Surface Reconstruction

The adsorption of adatoms, and also other strongly bound surface intermediates, weakens
the metal–metal bonds in the surface layer and between surface and subsurface. The
bond strength between the adatom (A) and the surface-metal atom (M) is sensitive to
the coordinative unsaturation of the surface metal atoms. The combination of these two
effects can result in a rearrangement of the surface metal atoms to increase the surface
energy when the surface is covered by an overlayer of adsorbed atoms.

Figure 2.33. Overlayer energies of O adsorbed on Cu(110)[129].

Figure 2.33, for example, illustrates how the removal of a row of Cu atoms on the
Cu(110) surface releases the stress in the strained overlayer of adsorbed atomic oxygen,
thus enhancing surface reconstruction.

The details of the surface reconstruction depend on the surface as well as the adsorbate
overlayer composition. Figure 2.34 illustrates this for the adsorption of CO, H2 and O2

on the Pt(110) surface. Each different adsorbate overlayer generates a different surface
metal atom topology. Surface reconstruction has several important consequences. When
such a reconstruction occurs, the density of the surface atoms changes. Hence, there are
local regions on the surface where there is accumulation of surface atoms and other re-
gions where there is a depletion. This creates defects such as edge and kink sites. As we
mentioned in the previous section, the edge or kink sites are often the sites where disso-
ciative adsorption occurs. Reconstruction of surfaces can significantly affect the reactivity
of catalytically active surfaces because of this generation of highly reactive defect sites.
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Figure 2.34. The reconstruction of the Pt(110) surface upon exposure to H2, O2 and CO. (a) nested

missing-row reconstructions; (b) (1:1) micro incets; (c) unreconstructed (1 x 1) terraces separated by
multiple height steps. Adapted from B.J. McIntyre et al.[106].

A predictive theory of heterogeneous catalysis, therefore, should include the prediction
of the restructuring phenomena that occur when a catalyst is brought into its reactive
phase. This is especially important when surface roughening occurs with the creation of
reactive steps and kinks. Surface reconstruction is driven by the surface’s desire to mini-
mize its surface energy. Sometimes a surface which is free of adsorbates will reconstruct
its bulk terminated surface, as for instance the hexagonal reconstruction of the Pt(100)
surface. Surface reconstruction of clean surfaces occurs predominantly on transition met-
als with spatially extended d-valence atomic orbitals and with high electron occupations
such as Pt and Au.

According to van Beurden and Kramer[107], the clean surfaces of these metals recon-
struct because of the low values for vacancy formation as compared with the respective
cohesion energies. The surface atom density changes upon reconstruction, therefore the
heat of reconstruction, ∆Hr, is given by[108]

∆Hr = (En + ∆Ncoh − Er)/N0 (2.24)

where ∆N is the difference in the number of atoms in the reconstructed layer and N is the
total number of atoms in the reconstructed layer, En is the total energy before reconstruc-
tion and Er is the total energy of the reconstructed system. The heat of reconstruction is
seen to be explicitly dependent upon the cohesive energy. The large spatial extent of the
d-valence atomic orbitals, characteristic of the group 5d transition metals, and the nearly
complete electron occupation generate a strong repulsive contribution to the metal–metal
bonds to be overcome by the attractive contribution of the free–electron type s- and p-
valence electrons. Vacancy formation becomes easier because it reduces these repulsive
interactions. A similar reduction of the repulsive interactions between the highly occupied
d-valence atomic orbitals assists the stabilization of the longer bond distances found in
the reconstructed surfaces.

Covering the surface with an adsorption layer changes the surface energy. For Langmuir
adsorption, the change in the surface energy is given by the expression [109,110a,b]

γ = γ0 +
RT

a
ln(1 − θ) (2.25a)
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= γ0 − RT

a
ln(1 + Kp) (2.25b)

where γ is the surface energy of the surface layer covered with adsorbate, γ0 is the surface
energy of the free surface, a is the surface area of the adsorbate, θ is the coverage,
p is the partial pressure of adsorbate and K is the adsorption equilibrium constant.
Surface reconstruction occurs when the increased surface energy of the surface metal
atoms with low coordination is compensated for by the increased adsorption energies.
This is illustrated schematically in Fig. 2.35, where the changes of the two surface energies
are plotted as a function of partial pressure of the adsorbate. Surface (2) is the less
stable surface, with the higher adsorption energies. If the two curves cross, as indicated
in the figure, there is a critical pressure pc beyond which there is a driving force for
reconstruction.

The existence of a critical pressure pc, beyond which surface reconstruction occurs,
defines a critical coverage θc for each surface that is related by pc through the adsorption
isotherm.

Figure 2.35. Schematic illustration of the dependence of the surface energy on partial pressure. Surface

(2) has surface atoms of lower coordination than surface (1), and hence is most reactive. pc is the partial
pressure beyond which there is a driving force for reconstruction of surface (1) to surface (2).

Theory can be used to compute surface energies as well as the adsorption energies and
entropies. Hence a theoretical prediction of Fig. 2.35 can be made for any two surfaces.
Surfaces covered with strongly bonded atoms such as C are often found to have a critical
coverage beyond which there is a driving force for reconstruction.

A theoretical analysis of the surface reconstruction dynamics is possible using first
principle calculations. For example, Molecular Dynamics was recently used to study the
reconstruction of the Pt(111)hex surface phase by CO as a function of time[107,111]. These
simulations employed embedded atom potentials that were developed based on quantum-
mechanical calculations of the surface.

The local surface concentration of molecules and adatoms can change over the course
of a catalytic reaction. This is intrinsic to the catalytic reaction cycle. Reconstruction can
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deactivate the catalyst surface due to presence of strongly bound adatoms or the formation
of a non-reactive surface. In addition, reconstruction can drive particular elementary steps
that lead to autocatalytic behavior. For example, surface reactions in which a product
molecule is formed and subsequently desorbs, often require a vacancy to activate a reactant
molecule and usually create more vacancies than were initially present (see Chapter 8).
Such reactions are autocatalytic in the number of vacancy sites as is shown in the following
equation

R∗+∗ −→ P + 2∗

where R and P refer to the gas-phase reactant and product, respectively, and ∗ and R∗
refer to free and reactant-covered sites.

Under particular conditions, the combination of deactivation that results from sur-
face reconstruction and the activation that occurs via autocatalytic steps in the surface
overlayer ultimately lead to transient collective self organizing pattern formation such as
moving spirals, pulsars or other patterns[112], known as Turing structures[113] (see Section
8.3). These structures are named after the mathematician Turing, who discovered such
self organized structures when diffusion of the participating components is very different.
In the Turing system, one chemical component is autocatalytic. The product itself en-
hances the rate of its own production. It also catalyzes the production of another chemical
component. The second chemical, however, inhibits production of the first. Self organizing
phenomena in catalysis will be extensively discussed in Chapter 8.

In the heterogeneous catalytic system, the reacting molecules, and the metal-surface
atoms, can be quite mobile. This leads to locally ordered structures when synchronization
or self organization phenomena are present however, disorder in the surface layer prevails
when these phenomena are absent. For example, it has been proposed that the catalytic
oxidation over mixed metal oxides, discussed in Section 2.3.5, actually occurs in the
disordered overlayer that forms at the surface under reaction conditions.

The epoxidation of ethylene which is catalyzed by Ag and promoted by chlorine com-
pounds, for example, is thought to occur in a surface overlayer that has features similar
to a melt of Ag ions. The silver-oxychloride reactive surface layer requires Ag3+ ions (as
in the electrochemical system, see Scheme 2.1) to enhance the overall selectivity. Reduced
Ag clusters, however, are required to activate molecular oxygen. Dynamic events between
these two states are necessary to close the catalytic cycle. Chlorine in combination with
Cs is added to promote the Ag catalyst. Eutectic melting points of this phase are close
to the reaction temperature[114].

An interesting phenomenon that nicely illustrates the consequence of the dynamic
surface events is shown in Fig. 2.36, which shows the structure of an Ir-surface, after
exposure at 1000 ◦C to an oxidizing mixture of methane giving CO, CO2 and H2O.
Within half an hour the initial surface, which was flat, is transformed into a mountainous
landscape with altitude differences on the order of 1 µm. Kramer[115] has estimated that
in processes that result in these transformations each surface atom can jump at a rate of
106/sec, whereas the elementary reaction rates that occur under these conditions occur
at a rate of 104–105/sec. The most adequate picture of this reactive surface was suggested
to be that of a dynamically changing surface that reacts with a quasi-static ensemble
of adsorbed molecules or molecular fragments. The surface etching process is the result
of the balance between momentous stable surface reconstruction and destabilization of
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Figure 2.36. An interference–microscopic photograph of a iridium surface after one hour of catalyzing
the CPO process at 1000 ◦C. The different color densities indicate differences in height of about 1 µm[115] .

the surface due to reaction events. In the case of the Turing instability, this leads to self
organization effects that are stationary during reaction. In the above example, no balance
between the two is reached. As a consequence, the reconstruction processes persist in an
irreversible manner until finally a stationary situation is reached.

A second well-known example where strong restructuring of the surface occurs is the
high-temperature (∼1200 K) Ostwald process in which ammonia is oxidized to NO over a
Pt/Rh gauze. Under industrial conditions, so-called cauliflower structures develop. These
changes occur during the first hours of operation and are assumed to play an important
role in improving catalyst performance[40]. Restructuring occurs in two stages with initial
formation of parallel facets followed by growth of microcrystals[116].

In the previously discussed Fischer–Tropsch reaction catalyzed by Co, adsorbed reac-
tion intermediates were able to lead to reconstruction, thus resulting in the formation of
a roughened surface which contains edge, kink and hollow sites[117,118].

As we will discuss in Chapter 3, two factors control the unique reactivity of the step
versus the terrace. The first deals with the fact that the step provides the ability to
separate the reaction fragments so as they do not share bonds to the same metal atoms in
the transition state. This will favor both bond-making and bond-breaking reactions. CO
dissociation and carbon–carbon coupling are two examples of bond-breaking and bond-
making reaction steps in FT catalysis that are significantly enhanced at the step edges
as a result of lowering metal atom sharing. These elementary surface reaction steps are
sensitive to the surface topology in both directions.

The second feature of the step is the under-coordinative saturation of the metal atoms
at the top edge of the step. For reactions that only proceed over the edge atom, these
sites tend to enhance bond-breaking steps but may slow bond-making steps owing to the
enhanced binding of the fragments. For reactions that proceed through a transition state
whereby the reaction fragments share a metal atom, the rate of dissociation is enhanced
at the step due to the decrease in metal atom sharing and the enhanced binding of the
product fragments. The rate of bond-making will depend on the degree of metal-atom
sharing in the transition state since the enhancement due to the decrease in metal atom
sharing now competes with the impedance due to stronger metal-adsorbate bonds of
the reactant at the step edge. When the transition state is late, only the forward bond
cleavage reaction step will be sensitive to the surface topology. The backward reaction
will not depend on the surface topology. Methanation reactions, for example, are typically
suppressed at the step edge whereas carbon–carbon coupling is enhanced.
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The above arguments illustrate the importance of edge and kink sites in catalysis.
As a consequence, reconstruction phenomena that change also the edge and kink site
distribution can have a large effect not only on the overall rate of a catalytic reaction but
also on its selectivity. The latter occurs when competing elementary reaction steps have
different sensitivities.

Surface reconstruction is inherent to surface oxidation and sulfidation chemistry. In
involves essentially surface corrosion and surface compound formation phenomena. The
state of a surface can change from a metallic state to that of a solid oxide, sulfide, carbide
or nitride depending upon the reaction environment. The surface of the epoxidation cat-
alyst, discussed earlier, in the absence of Cl or Cs, for example, has a composition similar
to AgO in the oxidizing reaction environment of the epoxidation system. The oxidation
of CO over Ru can readily lead to the formation of surface RuO2 (see Chapter 5). In
desulfurization reactions the transition-metal surface is converted to a sulfide form. The
reactivity of the surface in these systems begins to look chemically more similar to that
of coordination complexes. This we will illustrate in Chapter 5 for the CoS/MoS2 system.

2.4.2 Transient Reaction Intermediates in Oxidation Catalysis

Earlier in the section on the pressure gap, we saw that adspecies with unique reactivity
may appear when the surface state changes as a function of coverage. Weak and highly
reactive species that are not stable at low coverage may develop. The π-bonded ethy-
lene intermediate which forms at higher surface coverages present under actual reaction
conditions on different metal surfaces is one such intermediate which has been found
to be important in the hydrogenation of ethylene. Notwithstanding the short residence
time of the weakly bonded reactive intermediate, the rate of reaction is finite owing to
the increased concentration at high pressure. The residence time is equal to kdes

−1. The
rate depends on the surface coverage of the reactive intermediate, θr , which is a strong
function of the surface state.

Short-lived, highly reactive intermediates can form on a surface upon molecule dis-
sociation. Carley et al.[119], for example, demonstrated that a uniquely reactive atomic
oxygen (O−) is formed in the oxidation of ammonia by oxygen over Cu, Zn, and Mg.
This unique O− develops the instant that O2 dissociates. The oxygen atom that forms
does not fully equilibrate with the surface to form O2−. Upon dissociation, molecular
oxygen moves through a high energy state to overcome the reaction barrier. Immediately
after reaction, the atoms that result are not energetically equilibrated, and move over a
metal atom position before they adsorb and equilibrate. These “hot” O−-type atoms have
been shown to have unique reactivity. Their short lifetime relates to the time required
to equilibrate[13b,120] the high energy-atoms to the surface. This will be typically on the
order of a few picoseconds. At low pressure this time is independent of the pressure of
the reaction gas. It will become shorter at higher pressures where gas-phase molecules
collide with the hot atoms. In oxidation catalysis the reactivity of such hot atoms has
to be distinguished from the reactivity of short-lived molecular oxygen species such as
O2

−, that are highly reactive but have a short residence time not because they desorb,
but because they readily dissociate. The surface concentration of such reactant molecules
has to be high enough and the activation barrier low enough in order for these species to
compete with dissociation. Owing to their short residence times, it is usually difficult to
isolate such intermediates spectroscopically or identify their role in the mechanism. The
decomposition of NH3 by oxygen is an interesting example that has been studied in detail
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over different surfaces by Au and Roberts[121].

NH3ads + (O −
2 )a −→ H2O + H −

ads + NO

Theoretical calculations have been performed to demonstrate their importance of the
O −

2 intermediate for this reaction over Cu[122].
On oxide catalysts O −

2 species have often been proposed to be the intermediates for
total combustion. However, it is not always easy to distinguish between the role of short-
lived O −

2 intermediates or the presence of uniquely reactive oxygen atoms. Unraveling
the selective epoxidation mechanism by silver is a good example[123] of the difficulty in
establishing the reactive oxygen form.

In the earlier mentioned ethylene epoxidation reaction catalyzed by Ag, initial spec-
troscopic isotope exchange and chemisorption data indicated that adsorbed O2 species
were responsible for epoxide formation, and that the oxygen adatoms were responsible
for activating C–H bonds, hence leading to total combustion[124]. These conclusions have
been disputed on the basis of kinetic experiments by Force and Bell[125] that lead to the
interpretation that the reactivity of adsorbed oxygen atoms to Ag strongly depends on the
state of the oxygen overlayer. Low concentrations of adsorbed oxygen create electroneg-
ative oxygen adspecies that help to activate the C–H bond; oxygen adsorbed at high
oxygen coverage is much more electrophilic and therefore prefers to insert into the ethy-
lene π bond. The main evidence[123] now supports the Force and Bell point of view. The
intermediate leading to oxidation is proposed to be the oxymetallocycle[126] as sketched
in Scheme 2.4.

Scheme 2.4 The oxymetallocycle was proposed by Barteau[128] to be the active intermediate for ethy-

lene epoxidation. Surface experiments by Bocquet et al.[127] indicate that electron-deficient Ag atoms
coordinate with adsorbed ethylene with moderate energy. This is the precursor state to the oxymetallo-

cycle complex. Oxygen activation can also occur directly on the oxide overlayer.

An interesting example where the O −
2 intermediate forms and appears to play an

important role in the catalytic reactivity is the high-temperature oxidation of methane
over La2O3. The reactive O −

2 intermediate here is not generated directly from adsorption
of O2 on the surface, but indirectly by a unique dissociation of molecular oxygen over
the lattice oxygen atoms of La2O3. Lanthanum oxide is non-reducible oxide which has a
high affinity for oxygen which helps to make this path possible. Calculations by Palmer et
al.[128] have demonstrated that the activation of oxygen given in Scheme 2.5 occurs with
low endothermicity of 50 kJ/mol and an activation barrier of 132 kJ/mol.
Owing to the endothermicity of the reaction, the equilibrium concentration of the re-
sulting O−

2 will be low and their residence time short. In Scheme 2.5, the reaction of
O2 over the La2O3 surface converts the surface O2− anion which is attached to La to a
reactive surface superoxide O −

2 intermediate. These anions are of radical type character
and can subsequently activate CH4 to produce a CH3 radical and OOH. This reaction
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Scheme 2.5 The reaction of O2 over La2O3 to create reactive O−
2 surface peroxide intermediates.

was found to 116 kJ/mol endothermic. Subsequent water formation from the recombina-
tion of surface OH radicals is an exothermic process. The reactivity of the oxygen atoms
of the stoichiometric La2O3 surface was found to be very low, as can be deduced from
the endothermicity of the reaction with CH4 (370 kJ/mol). In contrast, the reactivity of
surface-defect centers is high, but such centers require high energy to be generated.

2.5 Summary: Concepts in Catalysis

In this chapter we introduced the basic physical chemistry that governs catalytic reactiv-
ity. The catalytic reaction is a cycle comprised of elementary steps including adsorption,
surface reaction, desorption, and diffusion. For optimum catalytic performance, the acti-
vation of the reactant and the evolution of the product must be in direct balance. This
is the heart of the Sabatier principle. Practical biological, as well as chemical, catalytic
systems are often much more complex since one of the key intermediates can actually
be a catalytic reagent which is generated within the reaction system. The overall cat-
alytic system can then be thought of as nested catalytic reaction cycles. Bifunctional or
multifunctional catalysts realize this by combining several catalytic reaction centers into
one catalyst. Optimal catalytic performance then requires that the rates of reaction at
different reaction centers be carefully tuned.

To predict catalyst performance, one needs to predict the rates of the elementary
reaction steps at the catalyst surface. This must ultimately be integrated into a kinetic
simulation which treats the interactions between the many different adsorbates present on
the catalyst surface. In this chapter, we presented rate expressions derived from transition
state reaction rate theory as a bridge to connect ab initio quantum mechanical information
to reaction rate predictions. In Chapter 3, we present a more extensive treatment of
kinetic simulations including many-body interactions and their influence on the catalytic
performance.

We use the constructs of transition state theory in order to define the Brønsted–Evans–
Polanyi (BEP) relationship, which relates the equilibrium thermodynamics (reaction en-
thalpy or free energy) with non-equilibrium thermodynamic features, namely the activa-
tion energy and activation entropy. A small value of the proportionality parameter in the
BEP relationship, α, is identified with an early transition state, whereas values of α that
are close to 1 relate to a late transition state. Microscopic reversibility ensures that if the
forward reaction is an early transition state then the backward reaction must be a late
transition state and vice versa.

The rates of reaction that proceed through early transition states are rather insensitive
to changes in the reaction enthalpy, and hence variations in the catalyst, provided that
there is no change in the reaction path. On the other hand, reactions with late transition
states depend strongly on the reaction energy and hence are quite sensitive to variations in
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the catalyst. Using the BEP theory, the reactivity of a surface with respect to a particular
elementary reaction step can be determined by the difference in the energy of the adsorbed
reagents before reaction and the energies of their product fragments after reaction.

The transition-state entropies for a surface reaction tend to be small because of the
need for tight contact with the catalytic surface atoms. On the other hand, changes in the
activation entropies are large for elementary reaction steps in which the reactants desorb
from the surface.

The transition-state entropy may play an important role in chemo-selective and enantio-
selective reaction steps in which subtle steric interactions are often mediated through weak
van der Waals electrostatic interactions or hydrogen bonding. The lock and key model,
which suggests an optimal fit of the transition-state conformation into a potential cavity,
is then a very useful concept. The reaction enthalpy is typically lowest for the transition-
state configurations that maximize weak intermolecular attractive interactions with the
cavity. If the fit within the cavity, however, is too tight there will be a large loss in entropy
at the expense of the enthalpy. In many cases the favored reaction path is then one in
which the activation energy is slightly larger so as to minimize the loss in entropy.

An important aim of theoretical catalysis is to develop the rules that relate catalyst
performance to catalyst structure and composition. In this chapter, we introduce various
general rules that concern this relationship. We have already referred to steric control
which can be due to the interaction between the ligands in a homogeneous catalyst,
organic overlayer on a heterogeneous surface, or the cavities within zeolites. The last will
be extensively discussed in Chapter 4.

The energy of adsorption on a surface atom increases with increasing coordinative
unsaturation of the surface metal atom(s). This agrees with ideas proposed by the Bond
Order Conservation Principle, which would indicate that the strength of the chemical bond
increases when the number of atoms which share bonds to different adorbates decreases.
As we will learn in Chapter 3, this affects the adsoption strength of the surface atoms
more than that of the molecules. Hence more open surfaces are often much more reactive
than the dense closely packed surfaces which are comprised of atoms that are close to
being coordinatively saturated.

Similarly, steps or kink sites are often sites that are uniquely reactive. As will also be
explained in Chapter 3, it is important to analyze in detail the geometry of the transition
states. One has to distinguish reactions with transition states in which the reaction frag-
ments share bonding with other surface metal atoms from transition states in which there
is no such sharing of surface metal atoms. Within the latter, transition-state structures,
both association and dissociation reactions will proceed with low energies. The activation
of CO and N2, for example, demonstrate these features.

Other reactions such as C–H activation usually proceed through transition states of
the former type, in which the reaction fragments share metal atoms. The step edges will
be more favorable sites for C–H activation but the reverse reaction will now have an
increased activation energy.

Particle size effects are important since they can influence the ratio of different surface
facets along with the ratio of step, kink and terrace sites. In addition, as the particle
sizes becomes smaller than a critical size, they can take on unique behavior owing to
quantum size effects. When a molecule adsorbs there is an attractive interaction between
the molecule and the atoms at the catalyst surface. Bonds within the molecule, as well
as bonds within the metal cluster, tend to weaken. The overall interaction energy is then
the sum of these three terms. Cluster size effects specifically alter the response of the
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chemical bonding within the cluster to the adsorbed molecule. We elaborate much more
on this in Chapter 3. Support effects tend to become much more important for small
clusters, because the interaction between the clusters atoms and the support tends to be
at its largest. Strong covalent interactions with the support will decrease the cluster reac-
tivity. On the other hand, clusters within particular charge states may become stabilized,
which can have the opposite effect. Insights into the detailed chemistry of such systems
is important.

When the surface becomes covered with an overlayer, the lateral interactions between
adsorbed molecules become important. These interactions are reviewed in Section 3.3. The
resulting many-body effects in the surface overlayer may lead to changes in the molecu-
lar arrangement at the surface including the formation of ordered overlayers, disordered
structures or phase-separated regions.

Often surface reconstruction occurs at higher adsorbate surface concentrations within
the overlayer. Reconstruction can lead to more reactive surface phases. As we will see
in Chapter 3, the kinetic implication is that mean-field theory does not always apply
since the reactions now predominantly occur at the boundaries of the different overlayer
phases present on the catalyst. Similarly Chapter 5 treats, in detail, examples from oxide
and sulfide catalysis which show the importance of surface phase changes in relation to
catalytic activity.

Lateral interactions will alter the binding energies of the reactants as well as the prod-
ucts to different degrees. As such, they also influence the activation barriers for surface
reaction steps. At high coverages, unique adsorbate bonding states may become possible
only present in significant concentrations at high pressures. This may result in significant
differences between the reactivity at low coverages under typical UHV conditions and
the activity at higher coverages found for reactions carried out at much higher pressures.
This is known as the pressure gap problem. Therefore, simulations which include these
interactions ultimately allow us to understand the differences that may result between
surface science experiments performed under UHV conditions and those performed at
more realistic operating pressures. As an example, we discussed the unique reactivity of
the π-bonded ethylene intermediate. In other systems, such precursor states may be quite
general. They are difficult to access experimentally owing to their short lifetimes. The
nature of these short-lived states and their influence on the overall catalytic performance
can be modeled using dynamic Monte Carlo simulation methods that explicitly treat
inter-adsorbate interactions on the surface and thus changes due to changes in operating
pressures.
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CHAPTER 3
The Reactivity of Transition-Metal Surfaces

3.1 General Introduction

The chemical bond that forms between an adsorbate and a solid surface, and their
strength, are critical to the chemical and physical behavior of the adsorbate. They control
whether or not the adsorbate will desorb from the surface or diffuse along the surface, and,
in addition, determine whether or not the adsorbate will decompose into product frag-
ments or associate with other surface adsorbates to form new products. The strength of
these bonds controls the relative kinetics for adsorption, desorption, diffusion and surface
reaction and thus controls the reaction rate and selectivity. As was discussed in the previ-
ous chapter, the maximum catalytic rate is determined by an optimum in the interaction
energy between the adsorbate and catalyst surface. Understanding the chemical bonding
parameters that determine the trends in the surface adsorbate interaction energy with
varying catalyst surfaces is therefore a prerequisite to any predictive theory of catalysis.

In this chapter, we focus first on the basic concepts of chemical bonding for simple
gas-phase species. We demonstrate the power of using molecular orbital diagrams and
orbital population analyses in the interpretation of chemical bonding. These concepts are
subsequently extended to the analysis of adorbate-surface interactions in Section 3.3. We
probe well-established chemical bonding concepts such as hybridization, electron dona-
tion, electron back-donation, and Pauli repulsion in order to understand the bonding of
different adsorbates and how they change as we change the metal substrate to which
they bond. In particular, we try to establish how these changes correspond to changes
across the periodic table. Many of these concepts have been described in terms of for-
mal chemisorption theory or tight-binding quantum mechanical methods to provide an
understanding as they elegantly capture the salient features that control the chemistry.
We demonstrate these concepts using simple probe molecules that typify donation, back-
donation, and rehybridization such as NH3, CO, and ethylene. Since the nature of these
interactions is related to the binding of the atomic species, we describe in Section 3.4
the features that control the binding of adatoms and how they change across the peri-
odic table. Many surface–adsorbate interactions also directly relate back to the bonding
in organometallic and coordination complexes for which there are well-prescribed rules.
We therefore also compare the bonding principles of adsorbates on solid surfaces with
ligand-metal interactions in organometallic and coordination complexes in section 3.3.1.

3.2 Quantum Chemistry of the Chemical Bond in Molecules

As an introduction to the more complicated surface chemical bonding, we first present
the chemical bonding principles in simple molecular systems. These same concepts are
subsequently used to begin to analyze to the adsorbate-surface bonds.

Elementary bonding theory[1] teaches us that the chemical bonds in a molecule are
comprised of the direct attractive and repulsive interactions between the atomic orbitals.
When the atomic orbitals are located on different atoms, bonding and antibonding molec-
ular orbitals are formed. The total bond energy depends on the way that electrons are
distributed over the bonding and antibonding molecular orbitals. Electron occupation
of bonding orbitals leads to attractive interactions that strengthen the chemical bond,
whereas the occupation of antibonding orbitals weakens this bond. A molecular orbital is
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Figure 3.1. (a) Molecular orbital scheme of F2 as computed by Density FunctionalTheory. Req = 1.43Å;
Ebonding = −2.6 eV. (b) Molecular orbitals and orbital energies of N2 as computed by Density Functional

Theory. Req = 1.11Å; Ebonding = −10.0 eV.

considered bonding or antibonding when, with respect to a symmetry axis or the plane of
a bond, the orbital is symmetric or antisymmetric, respectively. As a direct consequence,
the wave character of a chemical bond is higher in energy as more nodes appear in the
wavefunction. This is illustrated for the F2 molecule in Fig. 3.1a.

The F2 molecule has a plane of symmetry which is perpendicular to the F–F bond
and an axis of rotation along the F–F bond, both of which contain molecular orbitals
which are symmetric and asymmetric with respect to these axes. The symmetric orbitals
are termed σ-type, while the asymmetric orbitals are denoted π-type. We will consider
only electronic structure changes in the valency region. The inner core (1s) electrons
are therefore not included in the following discussion. For F2, the three lowest occupied
orbitals in the valence-region are σ-type, whereas the four highest occupied orbitals are of
π-type. The lowest unoccupied orbital is again a σ-type. Considering the σ-type orbitals
only, one observes an alternation of bonding and antibonding orbitals with increasing
orbital energy along with an increase in the number of nodes. For π-type orbitals, the
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orbitals of lowest energy are bonding in character, the π-orbitals that are higher in energy
are antibonding.

Each pair of atomic orbitals that combine results in the formation of both bonding
and an antibonding molecular orbitals. For instance, in F2 the two lowest orbitals are
σ3 and σ4, which are bonding and antibonding molecular orbitals, respectively, that are
formed by the combination of the fluorine 2s atomic orbitals. The σ5 and σ6 orbitals
can be considered the bonding and antibonding components of the 2pz atomic orbitals.
Similarly, the degenerate π1 molecular orbitals are comprised of bonding combinations of
2px and 2py atomic orbitals. The π2 orbitals serve as the antibonding counterparts to the
π1 orbitals.

When the bonding and the antibonding counterparts are occupied, the result is a re-
pulsive interaction. This repulsive energy is the so-called Pauli repulsion energy. The
corresponding mathematical expressions are given here using the tight-binding or Ex-
tended Hückel theory formulations. The molecular orbitals ψi can be written as linear
combinations of atomic orbitals (ϕk):

ψi =
n∑

k=1

ci
k ϕk (3.1)

where ci
k are the coefficients which relate the atomic orbitals to the molecular orbitals

and are found by solving the secular equations

n∑
l=1

(hkl − ∈i Skl) = 0 (k = 1...N ; Skl = 1, k = l; |Skl| < 1, k �= l) (3.2)

Within the orbital interpretation view presented for F2, n = 2 for each atomic orbital pair
of 2s, 2pz and 2py, 2px, respectively. The diagonal matrix elements hkl (k = l) represent
the energy of an electron in an atomic orbital α the non-diagonal matrix elements hkl (k �=
l) are the overlap energy integrals β

hkk = α (3.3a)
hkl = β (k �= l) (3.3b)

Skl is the overlap integral between the atomic orbitals k and l:

Skl =
∫

d3 ⇀
r ϕk(⇀r )ϕl(

⇀
r ) (3.4)

The binding energy Eb within the tight binding approach equals

Eb =
N∑

i=1

νi ∈i −
n∑

k=1

ν0
kαk (3.5)

where νi and ν0
k refer to the occupation numbers of the molecular and atomic orbitals,

respectively. The molecular orbital energies are the eigenvalue solutions of the secular
equations (3.2) and have the general form
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∈i =
N∑

k=1

|ci
k|2 αk + 2

∑
k<l

ci
kci

lβkl (3.6)

The first term here is the energy contribution due to the residence of an electron in a
particular atomic orbital and the second term represents the interference of the atomic
wavefunctions. Waves can annihilate or have positive or negative interference. For the 2
x 2 secular matrix equation of F2 the bonding and antibonding energies are given by the
expression

∈±
i =

αi ± βi

1 ± Si
(3.7)

where β, which is the overlap energy, is attractive and has a negative value. The positive
sign (bonding) lowers the energy and the negative sign (antibonding) increases the energy
contribution of the denominator. The corresponding molecular orbital expressions are

ψ±
i =

1√
2 ± 2Si

[
ϕ1(i) ± ϕ2(i)

]
(3.8)

The sign in front of the second atomic orbital is negative for the antibonding orbitals.
Returning to the orbitals in F2, we recognize σ3 and σ4 as bonding-antibonding pairs, σ5

and σ6 as bonding and antibonding pairs and the same for π3 and π4. When only bonding
orbitals are occupied, the bond energy becomes (as is for instance the case in H2)

∆Eb(ν+ = 2) = 2 ∈+ −2α (3.9a)
= 2∆(1 − S) (3.9b)

with

∆ =
β − αS

1 − S2
∆ < 0 (3.9c)

where 2∆ is the energy difference ∈+ − ∈− between the bonding and corresponding
antibonding orbitals. The parameter that mainly controls ∆ is β.

We observe that the larger the value of ∆, the larger is the bond energy. This is an
important result since ∆, the difference in bonding and antibonding orbital energies, in
principle can be measured spectroscopically and, hence, spectroscopic measurements can
provide indirect information on bond energies.

The expression for the interaction energy is very different when two atomic orbitals are
occupied, as is the case for the imaginary He2 molecule. Then:

∆Eb = (ν+ = 2, ν− = 2) = 2 ∈+ +2 ∈− −4α = −4S · ∆ (3.10)

Now, within the tight-binding model, the interaction energy is repulsive. It is again ap-
proximately proportional to the square of the overlap energy as well as the atomic orbital
overlap. As a general result, the expression for the total binding energy of a homopolar
chemical bond is

Eb(total) =
∑
ip

− (n+
ip

+ n−
ip

)Si ·∆i +
∑

j

n+
j · ∆i · (1 − Sj) (3.11)



The Reactivity of Transition-Metal Surfaces 87

where ip sums the contribution to the energy of the pairs of occupied and the correspond-
ing antibonding molecular orbitals and j sums the contribution to the bond energy of
the occupied bonding orbitals. The contribution due to occupation of bonding as well
as corresponding antibonding orbital pairs is repulsive. The occupation of the bonding
orbitals is only attractive.

As an illustration of this, the difference between the computed bond energies of F2,
which is –260 kJ/mol, and N2, which is –1000 kJ/mol, is analyzed. In the F2 molecule both
the bonding and antibonding σ(2s) and π(2px, 2py) orbital are occupied, thereby resulting
in repulsive interactions. The only pair of molecular orbitals where electrons exclusively
occupy only the bonding orbital is the σ5 orbital constructed from the 2pz atomic orbitals.
This results in an overall attractive contribution to the chemical bond. The attractive
orbital overlap contribution which is equal to 2∆(2pz) = -9.1 eV is counteracted by the
Pauli-repulsive interactions due the σ(2s) and π(2px,2py) orbital pairs.

The N2 molecule, on the other hand, has 4 electrons less. The N2 molecular orbitals,
illustrated in Fig. 3.1b, are very similar to those of F2, but the relative energies are shifted.
The σ5 energy is now higher than that of the π1 orbitals. The primary difference between
F2 and N2 is that for N2, the antibonding π2 orbitals are not occupied and, hence, the π
systems changes from being repulsive in F2 to being attractive in N2. This explains the
large differences in bond energies between N2 and F2.

As a prelude to our discussions on chemisorption, we will now discuss orbital changes
that occur when an additional bond to the dimer is formed. We will use as an example
the hydrogen bond in HCN. The molecular orbitals for CN− and HCN along with their
energies are shown in Figs. 3.2a and b, respectively. The CN− ion is iso-electronic with
N2 and hence the two antibonding π2 type orbitals are unoccupied. The strong CN bond
corresponds to three bonding orbitals being occupied. The bond order, therefore, is three.
Figure 3.3b shows the electronic structure of HCN which contains the same number of
electrons, but a bond is now formed between the C atom and the proton. The result is
an overall downshift in energy of all the molecular orbitals and the generation of altered
σ-type orbitals. The hydrogen atomic orbital is symmetric and interacts with the C 2s
and C 2pz atomic orbitals.

Before we continue further with the discussion of HCN, it is important to note the
upward shift of the σ5 orbital in CN− (Fig. 3.2a) and N2 (Fig. 3.1b) with respect to
the π orbital system, compared with its relatively low position in F2 (Fig. 3.1a). The
background to this is the much smaller difference in atomic orbital energies for the 2s
and 2p states in N and C than in F. In fluorine, the [3σ, 5σ] subset of orbitals are in
essence constructed of only 2s or 2pz atomic orbitals. This, however, is not true for N2

or CN−, where the 3σ and 5σ orbitals have the same symmetry and therefore have the
same general structure:

ψ+
σ (1) = λ

[
ϕ2s(1) + ϕ2s(2)

]
+ µ

[
ϕ2pz (1) + ϕ2pz (2)

]
(3.12)

ψ+
σ (2) = −µ′

[
ϕ2s(1) + ϕ2s(2)

]
+ λ′

[
ϕ2pz (1) + ϕ2pz (2)

]
(3.13)

Analogous expressions are valid for the antibonding 2s and 2pz combinations ψ−
σ (1) and

ψ−
σ (2). Orbital σ5 is to be identified with ψ+

σ (2), which explains its upwards shift in N2

compared to F2. In F2, the mixing of orbitals is virtually absent. The decrease in density
between the N atoms indicates an increasing localization of electrons in positions to the
left or right of N2. The mixing of the 2s and 2pz orbitals is seen to lead to hybridization
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Figure 3.2a. (a) Molecular orbital scheme and respective energies of the CN− ion. (b) Molecular orbital

scheme and respective molecular orbital energies of the HCN molecule.

(for details on hybridization, see Addendum 3.11). The σ5 orbital can be considered as on
the way to form lone pair orbitals on N2 directed away from the atoms. The antibonding
orbitals σ4 and σ6 are identified with the ψ−

σ (1) and ψ−
σ (2) orbitals. Again one notes

the decrease in density in the σ6 orbital between the two N atoms. The σ6 orbital in N2

can be considered an antibonding combination of N2 lone pair orbitals. The σ4 orbital
is predominantly an antibonding N≡N orbital. In CN− the higher occupied molecular
orbital now has a slightly increased density in the C lone-pair orbital. The corresponding
σ3 molecular orbital has increased density on nitrogen.

We now return to HCN. By inspecting the σ-type orbitals we note significant changes.
There are now 5 instead of the 4 σ-type orbitals in CN−. There is a small contribution of
the hydrogen 1s orbital to σ3, the stronger inner σ bonding orbital in CN. The bonding
interaction between H and C is clear in the σ4 orbital, which becomes antibonding between
C and N. The antibonding C–H σ orbital can be recognized as the σ7 orbital, that
is unoccupied. The σ5 orbital in HCN becomes the empty lone pair orbital on nitrogen,
whereas in CN− it is primarily comprised of the lone pair orbital on carbon. This extensive
analysis of the orbital nature changes in HCN on the addition of H+ to CN−, which
illustrates the significant rehybridization that occurs in a molecule when strong new bonds
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are formed. This is important to realize, since similar rehybridization is observed when
molecules interact with surfaces, as will be seen for CO in subsequent sections.

3.3 Chemical Bonding to Transition-Metal Surfaces

In this section we introduce principles of the surface chemical bond. First principle ab
initio computational results are analyzed using basic quantum-chemical concepts. In this
section, we analyze the adsorption of molecules. In the following section, we analyze the
adsorption of atoms. The adsorption of ammonia and CO is discussed first since they
are known to interact predomenantly through donation and back-donation interactions,
respectively. This will subsequently lead into the analysis of the stronger bonds that form
between adatoms and a surface. We note the similarities in chemical bonding of these
adsorbates to surfaces, clusters and organometallic complexes, and in addition describe
some of the differences.

Figure 3.3. (a) Molecular orbital and energy scheme of NH3 . RNH = 1.03Å; Φ = 105.9◦. (b) The
electronic local density of states ρ(E) of an adsorbed free Rh atom and a Rh atom bound to NH3 on

Rh(100) (1) and Rh(111) (2) respectively[2].
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The electronic structure of NH3 is shown in Fig. 3.3a. The angle between the NH bonds
is 105.9◦. The N–H chemical bonds are very close in character to the 2p N atomic orbitals
and the H atomic orbitals of which they are comprised. The N 2pz, 2s and symmetric
combination of hydrogen atomic orbitals are σ symmetric with respect to the NH3 z-axis.
The lower σ-type orbital is predominantly comprised of the 2s N orbital stabilized by a
bonding interaction with the symmetric combination of three H s-atomic orbitals. The
highest occupied molecular orbital (HOMO) for NH3 is predominantly non-bonding 2pz

in character located on the N atom. The lowest unoccupied molecular orbital (LUMO) of
NH3 is the antibonding analogue of the lower σ N–H bonding orbital.

The primary interaction between NH3 and a metal surface is predominantly a donative
one which occurs via the transfer of electrons from the doubly occupied nonbonding 2pz

lone-pair type orbital on N. The corresponding states on the metal depend upon the
metal.

In a transition metal, the valence electrons available for bonding are of nd and (n + 1)s
and (n + 1)p character. The metal-electron energies are continuously distributed in va-
lence-electron bands, between upper and lower energy bounds as is shown schematically
in Fig. 3.5b. The d-electrons form a narrow band of states with a bandwidth of a few
electronvolts. The electronic structure of these states can be rather well described within
the tight-binding formalism introduced in the previous section. The s and p electrons,
on the other hand, behave more as free electrons. The interaction between adsorbate
electrons and the sp electrons of the metal is usually bonding and does not vary much
between different metals. The major variation in binding stems from the interaction be-
tween electrons of the adsorbate with the valence d-electrons of the metal. This is quite
sensitive to d-valance electron occupation. The interaction between adsorbate orbitals
and transition-metal states leads to the formation of bonding and antibonding surface-
adsorbate orbitals. The bond energy depends on the distribution of electrons over these
orbitals, and the changes that occur in adsorbate and transition metal electronic structure.

Figure 3.3b illustrates the electron density distribution for NH3 adsorbed atop Rh(100)
and Rh(111) surfaces. For symmetry reasons when NH3 adsorbs atop a surface atom, its
NH3 2pz–type HOMO orbital interacts only with the Rh 4dz2-atomic orbital of the metal
d-atomic orbitals.

The electron distribution (Partial Density of States, PDOS) within the 4dz2 state on
one of the surface atoms of the pristine Rh(100) surface is shown in Fig. 3.3b(1). The
electron distribution within the 4dz2 state of the Rh(111) surface is shown in Fig. 3.3b(2).
The coordination number of the surface atoms in the Rh(100) surface is 8 whereas that of
the Rh(111) surface is 9. The width of the d-valence electron band is smaller for the Rh
atom on the (100) surface, which has the smaller number of metal neighbors. In addition,
the average energy of the valence band has been shifted slightly upwards. For an atom
with an s-valence-electron distribution, it can be shown that the valence bandwidth is
approximately proportional to

√
Nn, Nn being the number of nearest-neighbor atoms. The

delocalization of the electrons increases with increase in the number of nearest-neighbor
atoms[3].

The bandwidth is also a measure of the average difference in energy between bonding
and antibonding orbitals. Hence the bonding contribution to the stability of surface atoms
also increases with

√
Nn. This suggests that surface atoms with fewer neighbors are more

reactive. This was briefly discussed this in Chapter 2. We show in this chapter that this
is generally the case.

Valence electron band narrowing increases the average energy of the electrons, because
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it increases the repulsive electron-electron energy. There appears to be a nearly linear
relation between this increase in average d-valence electron energy and number of nearest-
neighbor electrons. Therefore, a nearly linear relation in average local d-valence electron
energy and the adsorption energy is often found[4].

In the adsorption of ammonia on the surface, the NH3 2pz lone-pair molecular orbital
interacts with a transition–metal surface atom to form bonding and antibonding orbital
fragments. The resulting 4dz2 electron distributions are also shown in Fig. 3.3b.

The sharp peak at the bottom of Fig. 3.3b(1) at 9 eV represents the bonding orbital
fragment between the Rh 4dz2 state and the NH3 σ-type orbital. There appears an upward
shift of the average d-valence electron distribution in the antibonding regime. As a con-
sequence of the upward shift above the Fermi level (the highest occupied metal orbital),
the total electron occupation of the d–valence orbitals decreases. The antibonding orbital
fragments between the Rh dz2 and NH3 σ-type orbital become less occupied and overall
bonding becomes less repulsive or slightly bonding. A stronger interaction between Rh
dz2 and its metal neighbor atoms results in a weaker interaction between the Rh dz2 state
with the ammonia σ orbital. The average position of the dz2 orbital energy on Rh(111)
is lower than that on the Rh(100) surface. The average upwards shift is less, so that less
empty dz2 orbital density now appears above the Fermi level. Since the Fermi level refers
to the highest occupied molecular orbital energy in the bulk, it is the same for the (111)
or (100) surface. Therefore, the repulsive interactions of NH3 with the Rh dz2 orbital on
the Rh(111) surface are larger.

Ammonia adsorption is stronger to the (100) surface (–91 kJ/mol) than (111) surface
(–82 kJ/mol). Ammonia prefers atop adsorption over two- or three-fold adsorption on
both surfaces. Adsorption at these higher-fold coordination sites is less favored on the
(111) surface [Eads (two-fold) (111) surface = –13 kJ/mol; (100) surface = –36 kJ/mol].
This is due to the much larger repulsive interaction of the doubly occupied ammonia lone
pair orbital when ammonia is adsorbed to more surface atoms on the Rh(111) surface.

Calculations for NH3 chemisorbed to Cu clusters which simulate the Cu (100) surface
illustrate the change in bonding character of the adsorbate bond with the metal surface
nicely. Figure 3.4 shows the orbital interaction of the NH3, lone pair orbital with Cu(4s),
Cu(4p) and Cu(3d2

z) orbitals. Both the OPDOS (the Overlap Population Densities of
States) and Local Density of States (LDOS) are shown.

The OPDOS πij(Ek) is defined as

πij(Ek) = ck
i ck

j Sij (3.14)
where πij(Ek) is proportional to the interference term in the interaction part of the
orbital energy. Hence, when πij(Ek) is positive the orbital interaction is attractive when
πij(Ek) is negative this interaction is repulsive. The LDOS are the electron densities in
the interacting fragment orbitals which are proportional to (ck

i )2.
The OPDOS curves, Figs. 3.4a and b, show that the interaction of the NH3 σ2pz

orbital with the metal d-orbitals changes from attractive (positive) to repulsive (negative)
in comparing the values for πij at increasing orbital energies. The Bond Order Overlap
Population (BOOP) between fragment orbitals i and j is defined as

Pij = 2
occ∑
k

πij (Ek) = 2
occ∑
k

ck
i ck

j Sij (3.15)

The BOOP provides a measure for the strenght of bonding. The BOOP Pij for an adsor-
bate with the Cu d-atomic orbitals at the atop adsorption site is –0.005, while that for
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Figure 3.4. LDOS of NH3 σ and copper orbitals and the OPDOS between both NH3 and Cu(9,4,5),

and Cu(8,6,2), respectively, for one-fold and two-fold NH3 adsorption. Central copper orbitals: (a, b) 3d;
(c, d) 4s; (e, f) 4p; NH3 position; (a, c, e) one-fold, (b, d, f) two-fold. Each graph shows - - - - - - LDOS

of NH3 σ orbital, -.-.-.-. LDOS of central copper orbitals, and —— OPDOS[5].
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the adsorbate at the two–fold site is –0.157. This larger repulsive interaction at two-fold
position is the result of the larger repulsive interaction when two Cu atoms with doubly
occupied d-atomic surface orbitals interact with the doubly occupied NH3 σ-orbital. The
computed NH3 interaction energies at the two-fold sites on the (111) and (100) surfaces
are Eads (two-fold)= –13 and –36 kJ/mol, respectively.

For s-type orbitals the Pauli repulsion energy increases linear with the number of
neighbors:

EPauli ≈ ZS2 (3.16)

where Z is the coordination number of the adsorbate orbital with surface atoms. The
attractive contribution to the bond energy, as mentioned earlier, is proportional to

√
Z.

The attractive interaction between NH3 and the Cu surface arises from the interaction
with the free electron-type Cu(4s) and Cu(4p) orbitals. These metal orbitals contain one
electron per metal atom.

Figure 3.5. (a) DFT-computed molecular orbitals and energies of molecular CO. RCO = 1.14Å;
Ebonding = −11.9 eV. (b) Left-handside: orbital energy-level diagram for metal chemisorption system of

adsorbed CO; σ5 to be identified with 5σ and σ4 to be identified with 4σ; π2 to be identified with 2π∗
and π1 to be identified with 1π. Right-hand side: schematic representation of the electronic structure of

the transition metal.
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The interaction of CO and a metal is very different to that for ammonia, since the CO has
lower antibonding energy π∗ states that are unoccupied and can accept electrons from
the metal, i.e. back-donation. The electronic structure of CO is shown in Fig. 3.5a. The
hybridization of 2s and 2pz atomic orbitals in CO is clearly noted in its highest occupied
5σ lone-pair orbital, that is mainly localized on carbon. The 5σ-orbital is antibonding
with respect to the C–O bond, and predominantly comprised of C 2s, 2pz and O 2pzs
character (see also Fig. 4.19). In between the occupied 4σ- and 5σ-orbitals there are the
two occupied 1π-orbitals. These four occupied orbitals will strongly interact with the
transition metal surface and, similarly as in the case of the lone-pair orbital of NH3, are
expected to have a repulsive interaction with the occupied transition metal d–orbitals.
The lowest unoccupied 2π∗-orbitals have a much lower energy than the antibonding unoc-
cupied orbitals in NH3. Therefore, in CO the interaction between the CO 2π∗-orbitals and
surface states becomes important. The frontier orbital scheme for the interaction of CO
with the transition–metal surface is illustrated in Fig. 3.5b. In this elementary scheme
only the interactions of the HOMO and LUMO of CO with transition-metal electrons
are considered. The interaction of the frontier 5σ and 2π∗ orbitals creates bonding as
well as antibonding orbital fragments. The antibonding orbital fragments of the 5σ or-
bital are partially occupied, which leads to a repulsive interaction. Only bonding orbital
fragments of the 2π∗ and surface d-orbitals are occupied, thus resulting in an attractive
contribution.

Compared this elementary bonding scheme, OPDOS calculations of CO adsorbed atop
or three-fold to an Ru19 cluster simulating the Ru(0001) surface modify this bonding
picture in an essential way (see Fig. 3.6). The binding energies for CO adsorbed atop
and three-fold are –192 and –116 kJ/mol, respectively. The orbital pictures as well as the
overlap population density of states (OPDOS) between the C-atomic orbital CO and the
nearest-neighbor metal d-states are shown for CO at atop and three-fold hollow sites of
the Ru in Fig. 3.6. The corresponding LDOS are shown in Fig. 3.7. The comparison of
Figs. 3.6 and 3.7 allows for an assignment of the LDOS peaks.

We will first consider the interaction of the metal states with the CO σ-orbitals. We
recognize in Fig. 3.6a the 4σ orbital and the 5σ orbitals of CO at –14 and –11 eV,
respectively. The features above –10.2 eV correspond to the antibonding 4σ–d interactions.
In addition to the elementary Blyholder picture[6] that considers only the 5σ CO lone pair
interactions, we now note that the interaction with the 4σ orbital is also important and
that this interaction is also repulsive. A comparison between the orbitals for adsorbed
CO and those for the free CO indicate that there is a rehybridization between 4σ and 5σ
orbitals, with a shift of electron density towards the oxygen atom. Hybridization effects
have been confirmed recently by XPS measurements[7] . Figure 3.8a illustrates that mixing
of the two σ-CO orbitals with a metal-surface atom leads to bonding, nonbonding and
antibonding orbital interactions. The nonbonding interaction is distinguished by strong
localization of density on the oxygen atom.

If one compares the σ-type interaction at the atop and three-fold adsorption sites in
Fig. 3.6, one notes a much greater interaction for CO at the three-fold site, especially for
that of the 4σ CO orbital with the transition-metal surface, thus leading to much stronger
repulsive interactions than in the atop adsorption mode.

Let us now analyze the π-type interactions. In Fig. 3.6a we note at –10.6 eV a strong
bonding interaction between CO-1π and surface dxz and π orbitals. A nonbonding π-type
orbital is present at –9.2 eV which is localized on oxygen. The bonding interactions with
the 2π∗ orbital of CO are apparent around –6 eV (–1.5 eV below the Fermi level) and
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Figure 3.6. OPDOS of the carbon atomic orbital adsorbed on a Ru surface with Ru d-valence electrons.

Also the orbitals with maximum density are shown. (a) CO adsorbed atop; (b) CO adsorbed three-fold.
—, σ-Symmetric orbital interactions; ..., π-symmetric orbital interactions. The Fermi level is at –4.8 eV.

antibonding interactions around –2 eV (2.5 eV above the Fermi level). The shift of the
electron density towards the oxygen atom occurs in the rehybridization regime of 1π and
2π∗ orbitals (–10 to –6 eV). This agrees very well with Scheme 3.8b. The interaction of
the molecules 1π, metal d, molecules 2π∗ states leads to a bonding, nonbonding and an-
tibonding fragment orbitals. The nonbonding orbital mainly has electron density located
on the oxygen atom. For CO bound at the three-fold sites, the corresponding positions
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Figure 3.7. The Local Density of States on surface and adsorbate atoms corresponding to Fig. 3.6a.

Figure 3.8a. (a) Schematic diagram of the σ-interaction. The model is based on adsorption of CO on

a single Ni atom[7]. (b) Schematic orbital diagram of the π-orbital structure. An allylic configuration is
formed in the model of a single CO molecule intracting with a Ni atom[7].

for the π and 2π∗ orbitals are –11 eV and –9 eV and –6 eV. For CO adsorbed at the
three-fold site, the strong rehybridization of the 2π∗ and 1π states create a weak bonding
π-type contribution near the Fermi level. The repulsive interactions appear to dominate.
A comparison of the total BOOP’s of atop and three-fold coordinated CO with the metal
d orbitals gives as a result

One-fold: BOOP(σ) = –0.07; BOOP(π) = 0.02
Three-fold: BOOP(σ) = –0.11; BOOP(π) = –0.03

The CO molecule also interacts with the transition-metal s, p valence electron band,
which is partially occupied with one electron per atom. The main contribution to the
attractive interaction with CO is due to the interaction with the s, p valence electrons.
Figure 3.7 shows the LDOS of the Ru valence s-electrons, with peaks that correspond to
the interaction with CO orbitals. In the three-fold coordination site the Pauli-repulsive
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interactions dominate so strongly that atop adsorption is actually preferred.
The above analysis illustrates the importance of including the interaction of the natal

states with the 4σ and 1π in addition to the 5σ and 2π∗ molecular orbitals of CO to
describe the surface chemical bond.

Electrochemical experiments[8] show that changes in local electric field can shift the
coordination of CO. When the potential is biased such that the difference in energy
between empty 2π∗-CO orbitals and Fermi level decreases, electron back-donation is in-
creased and CO can be shifted from atop to three-fold coordination. The larger back-
donation into the CO-2π∗ antibonding orbital in three-fold coordination lowers the bond
strength of CO. This illustrates the general result that back-donation into molecular or-
bitals that are asymmetric with respect to the surface normal favors bonding in high
coordination sites. As will be discussed in more detail later, this is due to the increased
interaction with antisymmetric group orbitals of s- or d-atomic orbitals located on dif-
ferent atoms in higher-fold coordination sites. This interaction, however, is very small or
absent at atop sites.

Figure 3.9. The local densities of states (LDOS) of Rh(4d)z and CO(2π*) and the Overlap Density of
States (OPDOS) (πij) between the rhodium and CO orbitals for atop CO adsorption on Rh10. Adsorption

on Rh (with three nearest neighbors) is shown (a) and adsorption on Rh(with six nearest neighbors) is
shown (b)[9]. Each graph shows: —— LDOS of Rh, – – – LDOS of CO(5σ), - - - - - - LDOS of CO(2π*),

——– BOOPD between Rh–CO(5σ), — - — - BOOPD between Rh–CO(2π*).
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The orbital interactions of CO adsorbed atop two different Rh atoms in an Rh10 cluster
are shown in Fig. 3.9 a and b. In these calculations, only the C and O positions of CO have
been optimized. The apex atom of Rh in this cluster has only three neighbors, whereas
atoms at the edge of this cluster have six neighbors. CO is expected to bind more weakly
to an atom in the latter. Indeed the bond energy is computed to be –86 kJ/mol at the
apex atom and only –65 kJ/mol at the edge atom. Interestingly the bond energy for CO
adsorbed atop the Rh(111) surface atom is nearly twice that of these computed cluster
values. The lower adsorption energy calculated on the cluster relates to the relatively
high ionization potential of the Rh cluster (6 eV). In Fig. 3.9b the LDOS and OPDOS
interactions are shown for the initially doubly occupied 5σ and empty 2π∗ orbitals of
CO and the Rh 4d orbitals. We again note the bonding nature of the 5σ lone-pair orbital
interaction at low energy (the double peak at low energy in OPDOS is the result of mixing
between the dz2 transition-metal orbital and the CO(4σ) and CO(5σ) states). There is
a strong antibonding interaction which appears in the energy regime of the metal d-
electrons. On the other hand, the interaction with the CO-2π∗ orbital and atomic dxz

and dyz orbitals is attractive.
We find, as a general result, that the attractive interaction between CO and metal

d-electrons is due to the bonding interaction with the 2π∗ orbitals. Repulsive interactions
are due to the interactions between doubly occupied metal orbitals and those in the
molecule. The molecular orbitals involved are the 4σ, 5σ and 1π orbitals.

Again we note that the average energy for the local density of states on the d-electrons
on the atom with lowest metal-atom coordination number N has increased, compared
with the average position of the d-electron LDOS on the atom with the larger number of
neighbors. This is expressed in the following relation:

−−∈ d =
−−∈

0

d (Nm = max) + γ

(
N1/2

m − N1/2

)
(γ > 0, Nm − N > 0) (3.17)

where Nm and N are the number of nearest neighbours of a metal atom, respectively.
The electronic interactions between the molecular orbitals of adsorbate and d states

of the metal that result upon adsorption are shown schematically in Figs. 3.10 and 3.11
within the context of tight-binding theory. We first analyze the NH3 nσ lone-pair interac-
tion and the CO 5σ-type interaction with the d-valence electrons. It is important to focus
on the interaction with the d-valence electrons since their interaction with the adsorbate
is mainly responsible for differences in reactivity between different metals.

If the d–valence electron band and the 5σ–orbital are both completely filled with elec-
trons, the interaction energy will be repulsive since Pauli repulsion is proportional to the
overlap of S and |β|. When the d-electron valence bond is partially empty, this repulsive
interaction is decreased because the antibonding orbital fragments become less occupied.
The decrease in repulsive energy with a decrease in number of metal-atom neighbors of
the surface atom involved in the adsorbate bond relates to an increase in the number of
empty antibonding orbitals, determined by the electron density between ∈′

max and EF

(see Fig. 3.10).
In the chemisorbed state the adsorbate surface-orbital fragments are made up of a mix

of adsorbate σ and metal valence-electron molecular orbitals. The σ-electron occupation
of the adsorbate, which was originally 2 electrons, decreases upon adsorption. This type
of interaction is therefore referred to as an electron-donative interaction.

DFT cluster results on the interaction between metal d states and the unoccupied
CO-2π∗ orbitals indicate significant 2π∗ electron density in the d–valence electron regime
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Figure 3.10. Orbital interaction of doubly occupied nσ lone pair orbital with d-valence energies ∆ ∈σ

=

∣∣∣∣ − 1/2

√
(∈nσ − −−∈ )2 + 4Zβ2 + 1/2(∈nσ − −−∈ )

∣∣∣∣ (Z is the surface-atom coordination, β adsorbate–

surface overlap energy intergral). The d-valence band is partially occupied.

Figure 3.11. Scheme of back-donating interaction with the unoccupied adsorbate orbital π∗. The ex-

pression for ∆Eπ is similar to ∆Eσ in Fig. 3.10.

and that the interaction in that regime is bonding. The back-donative orbital interaction
scheme is shown in Fig. 3.11

The differences in symmetry between π and σ orbitals lead them to interact with
different metal orbitals. The antisymmetric 2π∗ orbital on CO prefers to interact with
dxz or dyz atomic orbitals, whereas the 5σ orbital prefers to interact with the metal dz2

orbital. The orbital interactions between the metal d–valence electrons and adsorbate
orbital is now bonding. This bonding interaction stabilizes the energy by a downward

shift of
−−∈ d. Since

−−∈ d moves upwards when the number of surface metal atoms decreases
the interaction energy increases with a decrease in the number of metal surface–atom
neighbors for the metal atoms involved in the chemisorptive bond.
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Figure 3.12. Group orbital Density of States as computed using Extended Hückel theory for the s

atomic orbitals of the Ag(111) surface[10]. The metal electron energy increases from right to left.

The orbital interaction scheme in which the attractive contribution of the adsorbate
surface bond is estimated from the donative and respective back-donative interactions is
called the Blyholder model. It is the analogous to the Chatt–Dewar model which is used
to describe chemical bonds in organometallic complexes.

Figure 3.12 illustrates the importance of the concept of surface group orbitals. A surface
group orbital is defined as a symmetry combination of atomic orbitals on the metal atoms
to which an adsorbed molecule or atom is attached. For example, the adsorption of a probe
molecule such as CO at a three-fold coordination site results in an interaction between the
5σ lone-pair orbital on CO, which is σ symmetric, and, hence when we limit the example
to the interaction with s-atomic metal orbitals with the symmetric combination of the
s-atomic orbitals on the coordinating metal atom.

ψs
g =

1√
3 + 6S

[
ϕ1(s) + ϕ2(s) + ϕ3(s)

]
(3.18)

The CO π-symmetric orbitals does not interact with the metal ψs
g state but instead with

the two antisymmetric s-atomic orbital combinations:

ψa
g (1) =

1√
2 − 2S

[
ϕ1(s) − ϕ2(s)

]
(3.19)

ψa
g (2) =

1√
6 − 6S

[
ϕ1(s) + ϕ2(s) − 2ϕ3(s)

]
(3.20)

Analogous surface group orbitals can be constructed from the d, or p-atomic orbitals. Fig-
ure 3.12 shows the local density of states of such group orbitals as a function of electron
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energy. The results are shown for extended Huckel calculations on Ag(111) indicate that
the symmetric group orbitals have a maximum density at the lower energies. At somewhat
higher energies, the single atomic orbital densities (relevant for atop adsorption) become
the maximum. At the highest energies, the antisymmetric atomic orbital energies have the
maximum in density. Hence, a low electron occupation of the metal-valence band provides
a high electron density at the Fermi level for the high coordination s-symmetric interac-
tion. A higher electron occupation of the valence band favors s-symmetric interactions in
the atop configuration. It pushes adsorbates to atop positions. π-Type interactions are
optimum at higher electron occupations and always tend to prefer high coordination.

The preference for CO to be adsorbed atop is typical for Co, Rh, Ru, Ir and Pt. On
Ni and Pd, however, CO prefers to adsorb at the higher coordination sites. We have al-
ready discussed that the preference for atop adsorption is the result of the minimization
of the repulsive interaction between doubly occupied π and σ states on CO and the occu-
pied d-valence electron orbitals on the metal atom. Back-donation into unoccupied 2π∗

molecular orbitals is maximum in high coordination sites. The back-donative interaction
is enhanced by the additional interactions with antisymmetric combinations of surface
s-atomic orbitals. The shift to higher coordination of CO on Ni and Pd indicates less
involvement of the d-valence electrons in the surface chemical bond, consistent with the
decrease in spatial extension of the d-atomic orbitals, when a metal changes position
moving upward in a column or from left to right in a row of the periodic table.

For NH3 adsorption to Cu in two-fold coordination (Fig. 3.4) an analysis of the surface
chemical bonds has been made with the surface orbital densities decomposed according
the corresponding group orbitals. One notes the density of states at lower energies as
well as the lower energy position of bonding and antibonding interactions for two-fold
coordination compared to one-fold coordination.

3.3.1 Bonding in Transition-Metal Complexes

The importance of hybridization (see Addendum 3.11), between d-, s- and p-metal orbitals
in chemical bonding is easily understood for the molecular organometallic transition-
metal complexes. The bonding in the tetrahedral Ni(CO)4 complex, for instance, can
best be understood by initially considering the 5d–atomic orbitals doubly occupied with
10 electrons.

Figure 3.13. Interaction of four 5σ orbitals of CO with the four empty Ni sp3 orbitals
(schematic).

The 4s and three 2p orbitals of Ni are empty and can hybridize into four empty equiv-
alent sp3 orbitals. Combination with the four doubly occupied CO5σ orbitals leads to
the formation of four bonding and four antibonding σ-type orbitals. The corresponding
molecular orbital scheme is shown schematically in Fig. 3.14. The bonding σ as well as
the non-bonding d-orbitals are occupied. The Ni(CO)4 complex is further stabilized by
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Figure 3.14. The σ electronic interaction scheme with Ni in Ni(CO)4 , including ligand field splitting of

Ni d–atomic orbitals.

Figure 3.15. Electronic structure of CrL6 .
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the additional back-donating interacting between the Ni-d orbitals and CO 2π∗ orbitals.
The bonding scheme nicely follows the 18-electron stability rule, which can be used to
rationalize the stability of carbonyl complexes. In the Ni(CO)4 complex, the Ni atom
contributes ten valence electrons whereas the four CO molecules contribute eight valence
electrons.

It explains, for instance the stability of isoelectronic Co(CO)−4 and the consequential
acidity of HCo(CO)4. It also predicts that the Co2(CO)8 complex is a stable dimer. There
is a change in the ratio of number of CO ligands with metal-atom electron count. For
Fe, which has 8 d-electrons, this becomes Fe(CO)5. For chromium this is Cr(CO)6, since
Cr has 6 d-atomic electrons. In this way these complexes again satisfy the 18 electron
rule. For CrL6 the resulting molecular orbital scheme is given in Fig. 3.15. The change in
ligand number implies a change in shape of the molecule and of the hybridization.

The Ni(CO)4 sp3 hybridization scheme is based on the formation of the four bonding
sp3 orbitals directed towards the corners of a tetrahedron. The prototype example for such
bonding is CH4. The two other hybridization schemes of importance are d2sp3, giving 6
directed orbitals for octahedral coordination, and dsp2, given four directed orbitals for a
square planar coordination. The latter is characteristic for complexes which contain 16
valence electrons, e.g. PtCl4 2−. In PtCl4 2− two σ electrons are counted for each Cl− ion.

The recombination of Co(CO)4 to Co2(CO)8 can also be understood within the octa-
hedral d2sp3 hybridization scheme. Let us put six of the nine Co d-electrons into the three
nonbonding Co d-orbitals. Four of the six d2sp3 orbitals form bonding orbitals with the
four 5σ CO orbitals, that each donate two electrons. Two lone–pair type d2sp3 orbitals
are left. One orbital can be doubly occupied whereas the other contains the final electron
that is left. The latter orbital can combine with an equivalent orbital of another Co(CO)4
radical. A Co(CO)3 fragment contains three dangling d2sp3 orbitals each of which is oc-
cupied with one electron. Hence it can combine with three other such fragments to form
Co4(CO)12 (see also Chapter 5,pages 226, 227).

For Pt, the Pt4(CO)10 carbonyl complex is formed. In the Pt4 framework, the Pt atoms
have fully occupied d-atomic orbitals. Each Pt atom has one dangling free sp3 orbital and
three sp3 orbitals that interact with the three neighboring Pt atoms. These form six σ
bonds between the Pt atoms. Within this bonding scheme, all of these orbitals are initially
empty. A total of 20 electrons have to be donated by the σ-lone pair orbitals of CO in
order to fill the ten bonding σ-type orbitals. This is accomplished by the adsorption of four
CO molecules at the apices and six CO molecules at the edges. In contrast to Ni4(CO)10

such multi–metal carbonyl Pt complexes are stable. Because the Pt-Pt distances are
relatively long, Pauli repulsion between the doubly occupied d-atomic orbitals is reduced
and thus easier to overcome than for the shorter metal–metal bonds that would appear
in complexes formed from Ni. As we will see, the stabilizing interaction between Pt and
the CO 2π∗ orbitals is also more efficient because of the larger spatial extension of Pt
d-atomic orbitals.

Interestingly, the negatively charged Chini complexes can be analyzed using these same
principles. They are based on the triangular Pt3 bonding motif. In line with our earlier
discussion one predicts the neutral Pt trimer to be Pt3(CO)9, with a CO molecule co-
ordinated between two Pt atoms and a CO molecules coordinated end-on the layered
Chini complexes. The Pt s,p-atomic orbitals are sp2 hybridized. The Pt pz atomic or-
bital remains unoccupied. The layered Chini complexes are then constructed by stacking
of negatively charged Pt3(CO)6 units. Whereas the σ framework has doubly occupied
σ-type orbitals, the Pt(pz) orbitals are empty and hence can combine with a second



104 Chapter 3

Figure 3.16. The layered Chini complexes are constructed from Pt3(CO)6 units.

Pt3(CO)6 unit, when electrons are available to occupy the bonding orbital combination
that is formed between the Pt(pz) orbitals of the two trimers. Doubly charged layered
Chini complexes are stable compounds. The corresponding orbital scheme of a Pt3(CO)6
unit is shown in Fig. 3.17. The partial density of states for the Chini complex is shown in
Fig. 3.17 along with a representation of some of the corresponding orbitals. The d-valence
region of the Pt atoms lies between –10 and –5 eV. In the energy range –16 to –14.8 eV
and –13 to –11 eV the density of states is dominated by the bonding of the lone pair
σ-CO interactions with the initially empty Ptσ-atomic orbitals. The lone pair interaction
results in a rehybridization of 4σ and 5σ orbitals which is very similar to that for CO
adsorbed on a metal surface. In the energy regime of -13 to -11 eV there is the interaction
with the Pt d–atomic orbital and CO 1π orbitals.

The electron density range –9 to –6.6 eV is dominated by bonding, nonbonding and an-
tibonding interactions between the d electrons and also the interactions with rehybridized
1π, 2π∗ , 4σ and 5σ orbitals. This leads to localization of charge on oxygen atoms as well
as antibonding d-electron interactions with the hybridized 4σ and 5σ CO orbitals. The
HOMO consists mainly of occupied nonbonding dxz and dyz orbitals. The LUMO is com-
prised of the bonding combination of 3Pt 5pz orbitals and the unoccupied CO 2π∗-orbital
fragments. The electron density regime representing the non-occupied orbitals between
–4 and –1 eV consists mainly of the antibonding interaction between the CO 2π∗ orbital
and the Pt atomic orbitals.

We note that in clusters as on the surfaces the contribution of metal d as well as s and
p electrons to the formation of ligand or adsorbate bonds plays a very important role.
Electron donation of the 5σ–ligand orbitals can “glue” together cluster-atom fragments
that otherwise would not be stable. Comparison of Fig. 3.17 and 3.6 indicates that there
are many similarities between the interaction of CO on a transition-metal surface and a
carbonyl complex. A main difference is the low CO/metal atom ratio at the surface as
compared to that in the carbonyl complex. Hence binding of CO to a transition-metal
surface tends to weaken metal atom bonds, whereas in carbonyl complexes the binding
to CO is essential to the stability of the complex.
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Figure 3.17. DFT calculated molecular orbitals of Pt3(CO)6 as well as their local density of state

contributions on Pt and C.

3.4 Chemisorption of Atoms: Periodic Trends

The dissociation of diatomic molecules such as CO, NO, and N2 leads to the formation of
the strongly bound adatoms at the surface. We focus here initially on the binding of car-
bon and oxygen adatoms. The results, however, generally apply to other adatom bonding
to transition-metal surfaces. The preferred adsorption site for atomic carbon and oxygen
depends on the surface topology. They generally prefer binding to the higher coordination
sites. On the dense (111) surfaces of face-centered cubic structures, this is typically the
three-fold coordination site. The strong bond energy stems from the fact that both O
and C atoms have empty, or partially occupied, low-energy 2p atomic orbitals, that can
form strong bonding orbitals with available surface sites. The corresponding antibond-
ing orbital fragments are only partially occupied. Second, the repulsive Pauli interaction
between electrons in the doubly-occupied adatom atomic orbitals and doubly-occupied
surface valence-electron orbitals is reduced, as result of the weak interaction with the
doubly-occupied low-energy atomic 2s orbitals. Figure 3.18 compares the interaction en-
ergies for O bound to different Group VIII and IB metals. Figure 3.18(a) shows the O 2px

local density of states for each of the different metals. The d-electron occupation increases
from the left to right. The d-electron density of the transition-metal surface before ad-
sorption is also shown. The spatial extension of the d-valence electron density decreases
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from left to right in the periodic table, and therefore also the corresponding overlap with
adatom orbitals. As a consequence, the differences in energy between bonding and an-
tibonding 2px transition-metal surface-orbital fragments also decrease. The antibonding
orbital fragments progressively become more occupied, which is apparent from the local
density of states plot in Fig. 3.18. The adatom bond energies then decrease with increas-
ing d-valence electron occupation, as seen in Fig. 3.19. Figure 3.20 illustrates the general
observation that along a row of the periodic table the adatom-metal surface interaction
energy tends to decrease with increasing d-valence electron occupation.

Figure 3.18. The local density of states of the oxygen 2px for oxygen adsorbed on different metal
surfaces, adapted from Hammer and Nørskov[4].

Table 3.1 DFT-calculated binding energy for atomic C on the most dense surface for selected noble

netals. Values are reported in kJ/mol.
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Table 3.2 DFT-calculated binding energy for atomic O on the most dense surface for selected noble
netals. Values are reported in kJ/mol.

Figure 3.19. The adsorption energies and adatom surface distances for atomic O and S adsorbed on

different transition metals, adapted from Hammer and Nørskov[4].

DFT-computed binding energies of C and O are summarized in Tables 3.1 and 3.2.
One notes in both tables the large differences in the adsorption energies of the adatom.
C is bound more strongly than O since fewer antibonding surface fragment orbitals are
occupied. The adatom bond energies are seen to decrease across individual rows in the
periodic table. Ru and Rh are exceptions, which may be the result of fact that Ru has
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the hcp structure whereas Rh has the fcc structure. As one proceeds down a column in
the periodic table the interaction with the O atom decreases. The binding energy of the
C adatom increases on moving down a column of the periodic table. This is mainly due
to the increasing overlap with the more spatially extended d-valence orbitals. The trends
for oxygen are different for two reasons. The first is that the occupation of antibonding
surface orbitals is larger for oxygen than carbon because of the larger number of electrons
on oxygen. This results in a larger Pauli repulsion when the overlap with the d-orbital
electrons increases. The second factor relates to the fact that the work function increases
down a column, which results in a decreased back-donation from the metal to the adatom.
This will influence oxygen more than carbon due to the relatively lower position of the
oxygen atomic orbitals over carbon with respect to the Fermi level of the metal. For
the Group VIII metals, the bond energies of adatoms such as H varies much less when
different metals are compared, since there is only interaction through a single σ-type
bond. A characteristic value is 120 kJ/mol, which is just enough for the H2 molecule to
dissociate.

Figure 3.20. (Left) Calculated and model estimates of the variation in the adsorpion energy of molecu-

lar CO compared with atomically adsorbed C and O for the most close-packed surface of the 4d transition
metals. (Right) Calculated molecular and dissociative chemisorption of NO. Solid symbols are DFT calcu-

lations; open symbols are Newns–Anderson model effective medium[3] calculations. For CO, dissociative
chemisorption appears to the left of rhodium. For NO, dissociative chemisorption appears further to the

right, i.e., also on rhodium, adapted from Hammer and Nørskov[4].

Figure 3.20 illustrates that there are much larger changes in bond energies for atoms
as we span over different metals across the periodic table than for changes in the bond
energy for molecules such as CO. The changes in the bond energies for CO across the
periodic table are much less. This is due to the conflicting tendencies for the donative and
back-donative interactions.

The other important parameter for the surface chemical bond is surface topology,
i.e. the dependence of the surface bond energy of a surface adatom on the coordinative
unsaturation of surface metal atoms. The changes in the adsorption properties of C on
different Ru surfaces with different local coordination numbers have been studied in detail.
A summary of the results is given in Table 3.3. Note that on the dense Ru(0001) surface
atomic carbon prefers to bind to the three-fold coordination sites.
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Table 3.3. DFT adsorption energies of C atoms adsorbed with different coordination to different Ru
surfaces

Surface Site Adsorption Number of Ru neighbors

energy (kJ/mol) for C (and for Ru)

Ru(0001) top 497 1 (9)

bridge 631 2 (9)

hollow hcp 688 3 (9)

hollow fcc 648 3 (9)

Ru(1120) top up 549 1 (7)

top down 675 3 (7) + 1 (11)

bridge short 666 2 (7)

bridge long 579 2 (7) + 2 (11)

Ru(1010) hollow 678 2 (11) + 1 (7)

Ru(1015) hcp 714 2 (7) + 1 (9)

Figure 3.21. Adatom chemisorption. Surfaces bind more strongly when surface atoms have fewer neigh-
bors.

However, for topological reasons, C prefers the two-fold bridge sites on the more open
Ru surfaces. The bond energies are listed along with the site code, x(y), which describes
the adsorption site, where x refers the number of Ru neighbors coordinated to C, and
y refers to the nearest number of metal Ru neighbors. One notes that at constant x,
the interaction energy uniformly increases with decreasing y, in line with predictions
according to the Bond Order Principle[11] (see also Section 3.5). The result is illustrated
in a schematic fashion (Fig. 3.21). The chemical bonding between an adsorbate and the
metal surface controls the adsorbate’s potential reactivity. The metal surface provides
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binding sites that can stabilize active fragments critical to the overall catalysis, thus
dramatically lowering the activation barrier from that found in the analogous vapor-phase
chemistry. Strong chemical bonds between the adsorbate and the surface generally help
to activate internal adsorbate bonds. Weaker adsorbate-surface bonds on the other hand
generally help to enhance bond-making processes or association reactions. The nature of
the metal–adsorbate bonding therefore is critical to the overall catalytic cycle since the
cycle is nothing more than a complex array of bond breaking and making processes.

Bond breaking within the adsorbing molecule occurs when the metal can lower the
energetics associated activating specific bonds in the adsorbate. For CO, this involves
populating the antibonding CO 2π∗ orbital which weakens the CO bond energy. The vi-
brational bond frequency typically decreases and the CO bond length tends to increase by
a few tenths of an angstrom . Similarely bond weakening occurs between the metal atoms
within the transition–metal surface upon adsorption. The stronger the metal–adsorbate
bond, the greater is the degree of metal–metal bond weakening. This again is consistent
with bond order conservation principles. An adlayer of atomic intermediates such as C,
O or N can significantly weaken the metal–metal surface bonds. As a consequence, the
metal–metal distances in the surface layer as well as the interlayer spacing of the out-
ermost surface layer can lengthen[12]. The results of periodic DFT calculations for a 2
x 2 adlayer of nitrogen bound to Pt(111), for example, show that the Pt atoms directly
bound to N expand outward whereas the neighboring Pt atoms (not bound to N) contract
inwards (as seen in Fig. 3.22), thus roughening the surface.

Figure 3.22. The computed DFT changes in bond distances between Pt atoms at the Pt(111) surface
upon adsorption of nitrogen atoms.

Bond weakening within a metal cluster may be much more significant than that within
a metal surface since the coordination numbers of the metal atoms involved in adsorbate
bonding are typically lower in the cluster than those in the closed packed surface. For
example, the metal–metal atom distances for O adsorbed to a Pd6 cluster and a Pd18

cluster shown in Fig. 3.23 are significantly longer for the Pd atoms bonded to O in the
small cluster as compared with that in the large cluster. The Pd coordination numbers
on the bare Pd6 cluster are all 4 whereas those in the center of the Pd18 cluster are
9, which matches that of the close-packed Pd(111) surface. The smaller Pd6 cluster can
accommodate the forces due to bond weakening more completely. Small clusters can
even rearrange upon the adsorption of a single molecule. Pd clusters, for example, show
a significant expansion in the Pd bond lengths upon the adsorption of ethylene, thus
opening up these bonds and changing the geometry of the metal cluster.
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Figure 3.23. Adsorption-induced changes in bond length on a small and a large cluster[13].

Figure 3.24. The calculated bond energy of ethylene as a function of cluster size[14].

Figure 3.24 shows the changes in adsorption energy for ethylene on Pd as a function
of Pdx cluster size. Ethylene prefers to adsorb in the π-bound state on the very small
Pd clusters. Di-σ-adsorption in which two of the C atoms of ethylene interact with the
two Pd atoms can result in a much stronger interaction which would weaken the Pd–Pd
bonds and induce large deformations in the cluster shape (see Fig. 3.25a and b). The
large change in the cluster structure weakens ethylene adsorbed in the di-σ mode, thus
resulting in a preference for ethylene to adsorb in the π-adsorption mode on the cluster.
Because of the high coordinative unsaturation of the Pd atoms in small clusters, ethylene
binds strongly and the bond energy is substantially higher than that of Pd adsorbed
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Figure 3.25. The adsorption of π (a) and di-σ (b) bonded ethylene to a Pd4 cluster[14].

Figure 3.26. Adsorption of ethylene on Pd18 cluster[15].

on the Pd(111) surface. The clusters must typically approach around 20 atoms and in
addition, the atoms to which the adsorbate binds must maintain the same number of
nearest neighbor metal atoms as on a closed packed surface. The calculated interaction
energies between the cluster and the bulk then become comparable. This is illustrated in
Fig. 3.26.

The reactivity of the cluster edge atoms is, of course, higher than that for the higher
coordinated sites for atoms found in the center. Therefore, comparison of different adsorp-
tion modes should be restricted to calculations performed on the same cluster, otherwise
differences in cluster response may determine difference in adsorption energies, rather
than differences in adsorption topology.
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3.5 Elementary Quantum Chemistry of the Surface Chemical Bond

The interaction of an adatom with transition-metal surface atoms results in the broaden-
ing and shifting of the atomic orbital energies. There is not only a change in the electron
distribution on the adatom, but also in the metal atoms involved in the surface chemical
bond. Upon formation of the adsorbate surface chemical bond, the interaction between
the surface atoms weakens.

In a very elementary fashion, this can be described with Bond Order Conservation
theory[11]. This approximate theory assumes spherical electron densities around each of
the atoms, and hence ignores hybridization. It is based on Pauling’s observation that bond
lengths between atoms in complexes depend logaritmically on the bond order x of each
bond:

x = e−
r−r0

a (3.21)

If the two center interaction that comprises the chemical bond is described by a Morse
potential then a simple relation follows between the potential Q(x) and the bond order:

Q(x) = Q0 (2x − x2) (3.22)

where Q0 is the bond strength for the bond at equilibrium. Bond Order Conservation
implies:
1) If an atom has n neighbors rather than one, the total bond strength can be written

as a sum of two-body interactions:

Qt
n =

n∑
i=1

Qi (3.23)

2) The total bond order xt
n of an atom is independent of number and type of neighboring

atoms. The total bond order is then conserved:

xt
n =

n∑
i=1

xi (3.24)

This enables one to relate the bond orders of chemical bonds with different numbers of
neighbors. For instance, let us calculate the bond order for a chemical bond between two
atoms a complex in which the central atom has n neighbors:

nxi = x0 = 1 (3.25a)

xi =
1
n

(3.25b)

The bond order per bond is found to decrease with increasing number of bonds n. Since
xi depends exponentially on bond distances, the bond length is found to increase loga-
rithmically with n. Proposition 1 then provides an expression for the bond strength as a
function of coordination number:

Qt
n =

n∑
i

Qi (3.26a)

= Q0

n∑
i

(2xi − x2
i ) (3.26b)

= Q0 (2 − 1
n

) (3.26c)
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The total bond strength increases with decreasing coordination number, but less than
proportionally. This analysis assumes that all of the atoms are equivalent. When the
adatom is different from the metal atom, the changes in chemical bonding are more
complex.

Within a molecular orbital scheme, the relevant parameters are the overlap energies
β′ of the atomic orbitals with surface atom orbitals and the overlap energies between the
metal atomic orbitals on the different atoms β. The other important parameters are the
relative energies of adatom orbitals and metal-atom orbital energies.

If one assumes a one-dimensional open-chain model for the adatom–metal system,
with one atomic orbital per atom and all orbital energies equivalent, within tight binding
theory, analytical solutions for the molecular orbital energies can be found[3].

Figure 3.27. Open-chain model with the end atom being different from the other atoms (α0 = α).

Without the adatom, the electrons in the chain are distributed over molecular orbitals
between the metal orbital energies αm+2β and αm−2β, αm. In the chain each metal atom
has two neighbors. When this number is eight or twelve as in a bulk metal, the electron
distribution of the electrons within the metal would be found to vary approximately
between αm + 2

√
n
2 β and αm − 2

√
n
2 β. When the metal electron valence bond is half

occupied and all bonding orbitals make an attractive contribution to the chemical bond,
this interaction is proportional to

√
n. This is a very general result.

In Fig. 3.28 the molecular orbital scheme for a two-atom system is compared with that
for a multi-atom cluster, with the central atom having n neighbors. In the latter case only
the two molecular orbitals are shown that arise when the central atom interacts with its
neighbors. The atomic orbital on the atom at the center is assumed to be spherical as
an s-atomic orbital, and hence it interacts only with a symmetric combination of atomic
orbitals on the neighboring atoms ψn:

ψn =
1√
n

n∑
i=1

ϕi (3.27)

where ϕi are the atomic orbitals on the neighboring atoms. As a consequence, the band
gap between the bonding and antibonding orbitals formed by the interaction of ϕ0 on the
central atom and ψn is found to be proportional to

√
n.

The repulsive part to the interaction energy, which one finds when all the orbitals are
doubly occupied, is proportional to n as follows from the expression

EPauli = −2∆(n) · S(n) ≈ −nβ′S (3.28)

The solution that one finds for the electron density distribution of the adatom in the
open chain (Fig. 3.27) depends sensitively on the ratio µ = β′

β , i.e. the relative interaction
between adatom and surface and between the surface atoms[3]. Two different scenarios
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Figure 3.28. Interaction scheme between two atoms and one atom in a cluster[16], Eattr ∼ √
n β′;

Erep = −nβ′S.

Figure 3.29. (a) Weak adsorption limit µ � 1; (b) surface molecule limit µ � 1. Local density of state
�(∈) on adatom O (see Fig. 3.27). α + 2β and α − 2β are the boundaries of the metal electron density of

states assumed to be a linear chain.

can result. The first when µ � 1, which is known as the weak adsorption limit. In the
second, µ � 1, which is known as the surface molecule limit. These two situations are
shown schematically in Fig. 3.29.
In the weak adsorption limit µ � 1 (Fig. 3.29a), there is a small broadening of the electron
density at the atoms. The broadening 2Γe equals

Γe =
n′β′2√

ns

2 |β| (3.29)
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For the one-dimensional chain, n′ = 1 and n = 2. When the adatom orbitals have n′

surface atom neighbors the interaction appears to depend linearly on n′. It decreases
with the number of surface atom neighbors ns.

When all of the bonding orbitals are occupied, the attractive contribution to the inter-
action energy is proportional to Γ. The inverse dependence on β stems from the need to
localize an electron at a surface atom in order to bind with an adatom electron. The larger
the bandwidth, the larger is the delocalization energy with a weakening of the interac-
tion energy. The binding energy to a surface atom of increasing coordinative saturation
increases with decreasing number of surface-atom neighbors as (

√
ns)−1.

In the weak adsorption limit, the interaction energy is proportional to the metal local
electronic density of states at the Fermi level [ρ(E)F ]:

∆ Eads ≈ −β′2 ρ(EF ) (3.30)

An example of the local density of states at a Rh surface is given in Fig. 3.3b. The
local DOS initially increases with the electron energy, then shows large fluctuations and
finally decreases when the electron-valence band is fully occupied. Expression (3.30),
however, is only valid for very weak interactions. For this reason, experimental studies
have never obtained evidence that the adsorption energies relate strongly to the details of
the local density of states at the Fermi level. For stronger interactions, the local density
if states is sampled over an energy interval around the Fermi level that is proportional
to the interaction energy. The general result is an increase in the interaction energy with
electron occupation of the valence band as long as the bonding surface fragment orbitals
are occupied and a decreasing interaction energy when the antibonding surface fragment
orbitals also become occupied.

The limiting case of µ > 1 corresponds to the surface molecule limit. This is usually
close to the surface chemical bonding situation found in practice. The corresponding local
electron density of states distribution is shown schematically in Fig. 3.29b. This electron
distribution corresponds now to a bonding and antibonding orbital of the adatom–surface
atom molecular complex with orbital energies ∈+ and ∈−, respectively, and a small contri-
bution to the local density of states from electrons of the same energy of the metal valence
electrons. In the one-dimensional system the orbital energies ∈+ and ∈− are α + β′ and
α − β′, respectively. This implies nearly complete localization of an electron at atom 1
and a very small bond order between surface metal atoms 1 and 2.

Bonding in the surface molecule limit is illustrated in a different way by the surface
bond formation scheme presented in Fig. 3.30. Step 1 represents the localization of an
electron on a surface atom, with complete rupture of the chemical bonds with neighboring
atoms. Step 2 represents the formation of the molecule complex between the adatom and
the surface atoms. Step 3 involves the formation of the adsorption complex by embedding
of the surface molecule complex into the vacancy of the surface atom.

∆Eads = EMA + Eloc + Eemb (3.31)

In the surface molecule limit, |EMA| � |Eloc| and |Eemb| � Eloc. This implies that
the dominant correction to the surface–molecule complex energy EMA is Eloc, which is
proportional to the sublimation energy of a surface atom, which increases with increasing
coordinative saturation as

√
ns. The embedding energy is equal to the weakened metal
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Figure 3.30. Chemisorption can be considered as the sum of three terms: E = EMA + Eloc + Eemb
[3].

surface atom interaction energy:

Eemb ≈ nsβ
2

β′ =
nsβ

µ
(3.32)

The stronger the interaction with the surface (increasing µ), the smaller is the embedding
energy. The surface metal–metal bonds weaken owing to the interactions of the metal
atoms with the adsorbate. The general result of the above analysis is that electronic
effects that influence the adsorption bond are largest when the interaction energy is
weakest. Therefore, changes in interaction energy due to coordinative unsaturation of
surface atoms will be largest when the interaction energy is small compared with the
metal–metal bond strength.

The analysis presented implies that in order to model appropriately the dynamics of
surface processes the force field potentials used for MD simulations will require potentials
that incorporate bond weakening (with the neighboring atoms) not directly involved in
the adatom–surface metal atom complex. Changes in next-neighbor bonds also occur
but decrease exponentially with distance. Interestingly, when the chemical bonds with
neighboring metal atoms weaken, the bonds between atoms two and three then slightly
increase (Fig. 3.27). This is a consequence of Bond Order Conservation. The decrease in
bond order of one of the neighboring bonds increases the bond order of the other.

An important quantitative approach to determine force field parameters that satisfy the
above criteria is the Embedded-Atom Method and modifications[17] such as the Modified
Embedded Atom Method. According to the Embedded Atom Method, the energy per
metal atom at the position r = r0 equals

Ei = − n

n0
E0 + F

[
ni

eff(r0)
]

(3.33)

where n denotes the number of nearest-neighbor atoms and n0 the number of nearest
neighbors in the bulk of the metal, E0 is the sublimation energy and the function F is
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Figure 3.31. Bond-order function F and bond-order correction energy per bond F/n for Rh. Values
indicated by the circles are obtained from the atomic energies for fcc, bcc, simple cubic (sc), and diamond

cubic (dc) systems. In all systems the atoms are equally spaced at r0 , the equilibrium nearest-neighbor
distance of Rh in an fcc lattice. AE0 = 5.48 eV, adapted from P. van Beurden[18].

the Bond Order Function given by

F (neff) = AE0
neff

n0
ln

(
neff

n0

)
(3.34)

The functional form of F gives a similar logarithmic relationship between the bond length
and the number of bonds as earlier used in the Bond Order Conservation formulation.
ni

eff in its most elementary definition equals to

ni
eff =

∑
j �=i

ρ(rij) (3.35)

where ρ(rij) is the spherically averaged atomic electron density of atom j. In the Modified
Embedded Atom Method neff can be seen as an effective coordination number. Hence F
can be considered a Bond Order correction term to the total energy.

An example of the bond-order function F is shown in Fig. 3.31. In Fig. 3.31 one notes
the decreasing value of the bond order per bond F

n
with increasing coordination number,

as predicted according to the Bond Order Conservation theory.

3.5.1 Molecular Orbital View of Chemisorption. A Summary

A schematic illustration that summarizes the essential electronic structure features that
determine chemisorption was proposed by Hoffmann[1]and is reproduced here in Fig. 3.35.
In the weak adsorption limit interactions (1) and (2) represent the attractive HOMO–
LUMO interactions described in Section 3.3. Interaction (3) between the doubly occupied



The Reactivity of Transition-Metal Surfaces 119

Figure 3.32. a) The electronic interactions of the surface chemical bond.
b) Bondweakening and bond strengthening[1].

adsorbate orbitals and occupied surface orbitals is repulsive. The interaction between the
adsorbate and the metal can lead to electron excitation within the adsorbate and the metal
surface. In this process, surface–metal bonding orbitals become depleted and antibonding
surface orbitals above the Fermi level become partially filled (process 5). This weakens
the surface–metal bond energies. The relative position of the Fermi level of the metal
with respect to the bonding and antibonding adsorbate–surface orbitals determines their
electron occupation. Depletion of newly formed antibonding orbitals with energies higher
than the Fermi level increases the adsorbate–surface energy (process 4). Figure 3.32b
highlights the balance of bond weakening and strengthening interactions upon formation
of the chemisorptive bond.

3.6 Elementary Reaction Steps on Transition-Metal Surfaces. Trends with
Position of a Metal in the Periodic Table

3.6.1 General Considerations

In this section, we move from the elucidation of molecular and atomic adsorption to
the fundamental features that control surface reactivity. We start by initially describing
dissociative adsorption processes. We focus on elucidating surface chemistry as well as the
understanding of how the metal substrate influences the intrinsic surface reactivity. We
will also pay attention to geometric ensemble-size related requirements. The Brønsted–
Evans–Polanyi relationship between transition-state energy and reaction energy discussed
in Chapter 2 is particularly useful in understanding differences in reactivity between
different metal surfaces.

ETST = E◦
TST + αδER (3.36)
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where ETST is the transition-state energy and δER is the change in reaction energy com-
pared to a reference state with transition-state energy E◦

TS . When the reaction paths
for elementary steps are similar, the change in activation energy can be predicted from
the overall change in the reaction energy. For bond breaking reactions, this involves the
energy difference between the adsorbed molecule state and the dissociated surface prod-
uct fragments. We will use the Brønsted–Evans–Polanyi relationship quite extensively to
predict trends in the activation energies with changes in the metal substrate.

We will continue to base our exposition to a significant extent on theoretically obtained
results. We use mainly the results from periodic DFT slab calculations which represent
the transition-metal surface. Ground-state properties and especially the transition-state
energies may depend sensitively on many detailed aspects of the calculations. Important
factors, for instance, are:

– the density functional used to compute the exchange correlation contribution to the
energy

– accounting for spin polarization of the surface electrons
– the determination of local energy minima and maxima
– the size of the unit cell, which may contribute spurious or desired lateral interaction

terms
– the number of metal atom layers used in the slab model and the distance between the

slabs
– the particular optimization scheme used and the details of which metal atoms are

optimized
– the inclusion of zero-point vibrational frequency corrections

The errors in computed energies may vary for each item by more than 10 kJ/mol. For
this reason one has to be extremely careful when comparing energies obtained by different
authors directly. Fortunately, the situation is much better when one compares spectro-
scopic data such as vibrational energies. The primary goal of theoretical analysis has to
be a qualitative understanding supported by “semi”-quantative numerical correlations.
The best approach is to compare systematically results obtained by the same method or
similar model systems. Notwithstanding the great insights obtained by the use of current
computational approaches, there remains a need for more accurate methods applicable to
large systems.

As an illustration we will conclude this section with a short discussion on studies to
establish theoretically the transition-state energy for CH4 dissociation on an Ni(111) sur-
face. Using a slab of Ni atoms of three layers, a 2 x 2 unit cell with the top layer and
adsorbate fully relaxed, Watwe et al.[19] predicted an activation energy of CH4 on Ni(111)
of 127 kJ/mol. Increasing the size of the unit cell to 3 x 3, including spin polarization
and increasing the number of layers to five decreases the transition state energy to 101
kJ/mol[20]. The zero-point vibrational correction decreases the barrier energy by at least
further a 10 kJ/mol[21]. This reduces the transition-state energy computed with the most
frequently used approach by approximately 30 kJ/mol, which amounts to 25%. Yang and
Whitten[22], using a very different ab initio configuration interaction approach with em-
bedded clusters obtained a value for the transition state energy of 71 kJ/mol. Whereas
the latter values are close to experimental data, here one has to be careful also. As we
have seen in Chapter 2, and we will note in the following section also, step edges or kinks
may be present experimentally and act to reduce the measured activation energies signifi-
cantly. Therefore, even when present in minute amounts they may dominate the outcome
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of experiments. Notwithstanding the difficulties mentioned, remarkable new insights have
been obtained recently owing to the close comparison of theoretical results and experi-
mental data. Keeping the above comments in mind we will now proceed with an analysis
of computed results, not always mentioning the details of the models used as these can
be found in the papers referred to.

3.6.2 Activation of CO and Other Diatomics

We start this subsection with reaction paths for the activation of CO and subsequently
extend this to other diatomic molecules. In a subsequent subsection we then advance ideas
learned from diatomic molecules to slightly more complex molecules such as methane and
ethane to examine C–H and C–C activation.

In Fig. 3.20 we show that the change in metal affects the adsorption energy of adatoms
much more so than that of adsorbed molecules. The thermodynamics for dissociative
adsorption therefore become more unfavorable with increasing d-electron valence-bond
occupation of the metal atoms in a row of the periodic table. This trend is a general
result that is likely observed for all dissociation reactions.

Figure 3.33. Reaction energy diagram of CO dissociation on the terrace or on the stepped surface of

Ru(0001)[23]. The barrier energy E = –195 kJ/mol corresponds to the energy of adsorption of molecule
atop; E = –186 kJ/mol, CO three-fold adsorbed; E = –180 kJ/mol, CO adsorbed in the hollow of the

step.

The electronic energy and geometric changes for CO dissociation on a terrace and on
a step of Ru(0001) are given in Fig. 3.33. On a terrace of the Ru(0001) surface, CO
shifts from an atop to three-fold position at a cost of 12 kJ/mol. The CO bond, which
is initially oriented perpendicular to the surface, bends towards the bridging position
between two metal atoms as it stretches. The C–O bond in the transition state was found
to be nearly parallel to the surface with a nearly zero bond order between the carbon and
oxygen atom. The C atom is close to its final state above an hcp site. The oxygen atom
is asymmetrically situated over a neighboring bridge site. Two of the three final O bonds
are close to their final state. The activation barrier was calculated to be quite high at 224
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kJ/mol. Additional energy is released when the neighboring C and O atoms diffuse away
from each other.

The reaction proceeds by stretching the CO bond as well as tilting the CO axis toward
the surface. This helps to lower the 2π∗ state and enhances the transfer of electrons
from the metal into this state. This charge transfer of electrons into the 2π∗ state (back-
donation) weakens the CO bond and thus aids CO activation.

The preferred reaction path for CO dissociation occurs over the bridge site, thus avoid-
ing the closer atop site (see Fig. 3.34a). Activation over the atop site is actually higher in
energy and in addition would form C and O atoms at hcp adsorption sites. The resulting
hcp adsorption site for O would be 50 kJ/mol less favorable than the adsorption of oxygen
at an fcc site. In Fig. 3.34b the stretched CO intermediate is shown for the dissociation
of CO along a step edge.

Table 3.4. CO transition-state energies according to the Brønsted–Evans–Polanyi relation (kJ/mol).

δETST = 0.85δ∆ER

Hammer and Nørskov[4] isolated the transition states for various diatomic molecules
such as CO, N2, and O2 and nicely demonstrated that they all show very similar structures
whereby the adsorbate–adsobate bond is significantly stretched and the product framents
can form fairly strong bonds with the surface. The transition states are all considered late
(for a definition of a late transition state, see Chapter 2) and have comparable values of
α of approximately 0.9.

The Brønsted–Evans–Polanyi relation applied to the CO dissociation reaction results
in Table 3.4. The quantum-chemical result upon which this is based is the dissociation of
CO over Ru(0001) with 2 x 2 coverage.

The results show that there is an increase in the activation barrier for the transition
state moving across a row from left to right in the periodic table. This increase corresponds
with the increase in the d-valence electron occupation.

The high reactivity of the metals such as Fe, Co or Ru, as reflected in the relatively low
activation energies, is essentially due to the increased stabilization of the adatom products
such as C or O compared with CO on the metal surface. As we learned in previous sections,
the heat of adsorption of a molecule varies much less with the adsorption site or the metal
than do adsorbed atoms. Therefore, the relative interaction energies of the latter dominate
the trends in reactivity.

Inspection of the changes in the local density of states of CO in the transition state and
ground state show that there is a reduced interaction between C and O in the transition
state. Essentially the C and O can be considered already separated in the transition state.
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Figure 3.34a. The transition state for CO decomposition on a flat Ru(0001) surface[23].

Figure 3.34b. The transition state for CO decomposition on a stepped Ru(0001) surface, side and top

views[23].

The local density of states on C and O are now more similar to those of the separated
atoms than to those from an adsorbed molecule. A similar conclusion can be found for
dissociation of many diatomic molecules.

Dissociation at stepped surfaces leads to significantly reduced activation barriers for
many reaction systems. The activation energy and the corresponding transition state for
CO dissociation on a stepped Ru(0001) surface are shown in Figs. 3.32 and 3.33b. The
computed activation energy for CO has now become 104 kJ/mol and an intermediate
state along the step can be identified.

The reduced activation energies for diatomic molecules at step edges appears to be
quite general. Two factors tend to contribute. First, as Fig. 3.35 indicates, dissociation of
the molecule over a step provides enhanced 2π∗ back-donation into the bond weakening
antibonding CO orbital.
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Figure 3.35. Orbital interaction between CO 2π* and edge atom d-atomic orbitals (schematic).

Figure 3.36. Reaction path for CO dissociation on the Ru(0001) surface (hcp→hcp) schematic).

Another important contribution that can result in a significant lowering of the activa-
tion energy is the specific configuration that the resulting product fragments adopt with
respect to one another and the metal surface. For the dissociation of CO on a terrace,
the C and O atoms that form tend to share a bond with a metal atom on the surface, as
seen in Fig. 3.36. This ultimately destabilizes this state by 25 kJ/mol compared with the
state where C and O are further removed from one another and do not share metal atoms.
This raises the barrier for CO activation. When CO dissociates at a step, C and O atoms
that form preferentially bind to the bottom and the edge of the step, respectively. The
destabilization that results from a shared bonding with a metal surface atom is absent.

Figure 3.37. Structure of the “side–on”NO at the bridge sites on Pt(100)[24a].

The latter concept is basic to the specific dependence of the activation energies of
elementary reaction steps on different surfaces. There is not always an immediate relation
with the coordinative unsaturation of the metal surface atoms. Ge and Neurock[24a] noted
an exeptionally low barrier for the dissociation of NO adsorbed on the non-reconstructed
Pt(100) surface. The corresponding transition state is shown in Fig. 3.37. The calculated
activation energies for NO dissociation over the (111) and (110) surfaces are 160 and 105
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kJ/mol, respectively. The calculated barrier on the (100) surface is only 93 kJ/mol. These
results are in very good agreement with those presented by Eichler and Hafner[24b]. In
addition, since the dissociative reaction energy is 86 kJ/mol, it implies a barrier of only 7
kJ/mol for the recombinative association of Nads and Oads on this surface. We will return
to this point in later sections. The low barrier for NO dissociation on the (100) surface
relates to two factors. First, since NO dissociation proceeds over the valley created by the
four neighboring Pt atoms, it allows for substantial electron back-donation. Second, the
Nads and Oads product atoms that form do not share bonds with the same surface metal
atom which significantly reduces the repulsive interaactions.

Nørskov et al.[25] elegantly demonstrated that the similarity in the transition state
structures for N2, O2, CO, and NO could be used to establish a universal relationship
between the activation energy and the heat of reaction for the dissociation of all of these
molecules over different metal surfaces. They derived the following relationships for reac-
tions that occur over the close-packed surfaces and step edges all energies in eV.

Ea = (2.07± 0.07) + ER(0.9 ± 0.4) close-packed surfaces
Ea = (1.34± 0.09) + ER(0.87 ± 0.05)steps:

The large value of α in these Brønsted–Evans–Polanyi relations is consistent with a late
transition state for the dissociation reactions as discussed in Chapter 2. The only param-
eter in the universal relations is the reaction energy ER, which can be easily calculated.

Figure 3.38. Transition-state energies for the Boudouard reaction 2CO −→ CO2 + Cads at a step on
the Ru(0001) surface[23].

The dissociation of CO can also occur via the Boudouard disproportionation reaction
where two CO molecules react together to form CO2 and surface carbon: 2CO→ CO2

+ C. The transition state for this reaction on a step of the Ru(0001) surface is given in
Fig. 3.38. This reaction proceeds via an associative reaction in which a CO molecule at
the bottom of a step recombines with a CO molecule adsorbed at the edge of the step. A
C atom is then generated at the bottom of the step to form CO2. The bent form of the
CO2-type transition state is indicative of its negative charge. The computed activation
energy of 206 kJ/mol is higher than that for CO dissociation at a step edge.
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3.6.3 Association Reactions; Carbon–Carbon Bond Formation

The activation of CO is one of the critical elementary steps that controls Fischer–Tropsch
synthesis in the production of higher hydrocarbons from synthesis gas. It is well estab-
lished that the Fischer–Tropsch reaction proceeds by activating CO to form surface carbon
and oxygen[26]. The surface carbon subsequently hydrogenates to form various CHx inter-
mediates which can react further with hydrogen, couple with other CHx fragments and
ultimately desorb as different hydrocarbon products.

In addition to the CO dissociation paths discussed in the previous subsection, the pres-
ence of coadsorbed hydrogen offers a third potential reaction path for the activation of
the CO bond. CO bond activation, which proceeds through interaction with the metal
surface, becomes more difficult for Group VIII metals at the bottom-right corner of the
periodic table. In contrast, the weaker M–CO bonds tend to help promote the hydro-
genation of CO to form formaldehyde or methanol. This reaction proceeds through the
formation of surface formyl (CHO) intermediates.

The calculated barrier for the reaction of CO and hydrogen to form the surface formyl
intermediate over Ru is 143 kJ/mol (see Fig. 3.39). The subsequent CO bond activation
of the the formyl intermediate on Ru is then only 30 kJ/mol. Hence, on the Ru terrace
this scheme of first adding hydrogen before CO dissociation will be the preferred path
to cleave the CO bond compared with the direct CO dissociation path. On the step, the
barrier to formyl formation is similar to that on the terrace, hence higher than the barrier
to direct CO dissociation. On surface steps the latter dissociation step path will be the
preferred path for the formation of C1 adsorbed species.

Figure 3.39. The reaction energy diagram for the C–O bond-cleavage reaction via intermediate formyl
formation[23].

The trends for the insertion reaction are opposite of those for dissociation since associa-
tion is the microscopic reverse of dissociation. The weaker the adsorption of CO and H, the
easier their recombination should be. The calculated activation barrier for the association
of surface CO and hydrogen to form the formyl intermediate on Pd(111) is 70 kJ/mol[27],
which is much lower than the earlier value reported over Ru. This is directly in line with
expectation, since CO and H bind more strongly to Ru than they do to Pd. The forma-
tion of the adsorbed formyl intermediate is lowered now to 40 kJ/mol endothermic. In the
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presence of hydrogen, the path to consecutive hydrogenation to methanol now competes
with the CO cleavage reaction. Because of the weak metal adsorbate bonds the reactions
steps towards methanol formation are also exothermic. In contrast, the CO dissociation
reaction over Pd(111) has a fairly high activation barrier and is highly endothermic[27].

The comparison of the CO activation and CO hydrogenation barriers over Pd strongly
indicates that CO hydrogenation to methanol is much more prevalent than CO activa-
tion subsequently to form CH4. This discussion also illustrates why on a transition-metal
surface (in the absence of any steric constraints) there can be a preference for a partic-
ular reaction channel. On Pd(111) the overall reaction barrier for methanol formation is
significantly lower than that for the CO dissociation reaction.

3.7 Organometallic Chemistry of the Hydroformulation Reaction

Homogeneous catalytic reactions can typically provide considerable insight into the mech-
anisms that govern analogous heterogeneous catalyzed pathways[28]. Organometallic com-
plexes are structurally well defined and can be characterized by a number of in-situ spec-
troscopic techniques. In the previous section, we discussed possible reaction paths and
mechanisms for the hydrogenation of CO to methanol. This reaction is analogous to the
homogeneous hydroformulation reaction. Hydroformulation involves the reaction of an
alkene with hydrogen and CO over a homogeneous organometallic catalyst and is used
in the production of aldehydes and alcohols. This reaction is thought to proceed by the
hydrogenation of ethylene to form an ethyl fragment followed by the insertion of the ethyl
intermediate into a metal–CO bond. We will discuss here the elementary reaction steps
involved in the hydroformulation reaction as proposed for the cobalt carbonyl complex.
Cationic Pd or Rh complexes with phosphine ligands are currently also widely used for
this reaction. The structure of the HCo(CO)4 complex that reacts with ethylene is given
in Fig. 3.40. In order to react with ethylene, one of the CO ligands has to desorb so that
alkyl formation can occur from the reaction of π-bonded ethylene with the H atom bound
to CO. In complex II, which is shown in Fig. 3.41, Co has a formal charge of +1 and
a d-electron occupation of d8. The insertion reaction can be considered to occur on the
(OC)3Co fragment we discussed before (Section 3.4), with three empty ligand positions.
The three dangling bonds can form one symmetric and two antisymmetric combinations.
In complex II, one of the antisymmetric dxz symmetric orbitals is unoccupied. Complex
II can subsequently react to form complex III.

Figure 3.40. The structure of HCo(CO)4 (complex I).

In the first step, a CO molecule inserts into the M–C bond of adsorbed ethyl. Sub-
sequently, H2 adsorbs on the vacant ligand position. In the final step, H2 dissociates
heterolytically and subsequently reacts with the CH3CH2CO∗ fragment to form the cor-
responding aldehyde along with regeneration of the catalytically active carbonyl complex.
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Figure 3.41. Formation of a Co alkyl–carbonyl complex.

Figure 3.42. Insertion of CO and aldehyde formation.

The barrier necessary to activate CO for insertion stems from the Pauli repulsion between
the doubly occupied σ-ethyl orbital and the doubly occupied 5σ-CO orbital of the insert-
ing CO molecule[29]. When the ethyl carbon atom and the CO carbon atom approach
each other, a bonding and antibonding orbital combination comprised of the two σ-type
orbitals is formed. Both are doubly occupied, thus resulting in Pauli repulsion. This Pauli
repulsion is reduced by the donative interaction of this doubly occupied antibonding σ
orbital combination with the antisymmetric unoccupied Co dxz atomic orbital. This is a
very general process and has been investigated for several different metal systems[29]. This
is schematically illustrated in Fig. 3.43 for the insertion of CO into the metal–methyl bond
of a Pd2+ phosphine complex. The complex in Fig. 3.43 is planar. Donation of electrons
from the antibonding 5σ–CH3 orbital into the empty low energy dx2−y2 metal orbital
lowers the activation barrier for the insertion reaction.

3.8 Activation of CH4, NH3 and H2O

The dissociation of CO, NO, and other diatomic molecules predominantly occurs through
the back-donation of electrons from the metal surface into the low-energy π∗ antibond-
ing orbitals on the adsorbate, thus leading to a significant weakening of the adsorbate–
adsorbate bond. In the transition state the intramolecular bond is typically nearly broken.
The dissociating complex essentially exists as two fragments coordinated to the surface
that tend to share bonding with a common metal atom. This metal atom sharing typically
leads to repulsive interactions between the product fragments. The activation barrier with
respect to the dissociated fragments is primarily determined by the degree of weakening of
the bonds between the dissociating fragments and the metal surface. The barrier height for
recombination is only weakly dependent upon the variation of the adatom metal surface
interaction energy.
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Figure 3.43. (a) Molecular orbital scheme for the Pd(CO)(CH3)(PH3)2 complex. (b) The Pd dx2−y2

orbital of the Pd(CO)(CH3)(PH3)2 complex. c) Release of the repulsive interaction between CH3 and
CO by back-donation into the empty dx2−y2 orbital.

The activation of C–H or N–H or alkane C–C σ bonds is much more difficult than for π
bonds since the unoccupied antibonding orbitals of the former are much higher in energy.
The bond that is to be broken has to be significantly stretched from its initial state as one
proceeds along the minimum energy reaction path, but still maintain a significant bond
order. In the transition state the CH bond is extensively stretched. The corresponding
transition states are therefore best characterized as late transition states (see Chapter 2
for the definition).

The activation of the bond that is broken occurs via a similar mechanism to that
for the oxidative addition over an organometallic substrate. Dissociation leads to the
formation of negatively charged adsorbate-fragment orbitals with formally oxidized metal
surface atoms. Dissociation typically occurs over the top of a surface atom. The critical
point in the activation of the C–H or N–H bond occurs when it is stretched sufficiently
such that the empty antibonding bond orbital lowers close enough to the Fermi level
to allow for back-donation and electron transfer from metal into the antibonding state
of the absorbate. This is illustrated in Fig. 3.44 for the dissociation of H2 over different
metal surfaces (see also ref. [4]). In the oxidative addition reaction, the reactant-molecular
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Figure 3.44. The DOS projected onto σg and σu∗ for H2 in the dissociation transition state on Cu(111),
Ni(111), and Au(111), and Pt(111) surfaces, adapted from Hammer and Nørskov[4].

bond distance has to be increased so that that empty antibonding molecular orbitals are
low enough to become occupied by electron back-donation. In the reverse reaction, the
reductive elimination, in order to form a chemical bond, the antibonding intramolecular
orbital has to be pushed above the Fermi level so as to reduce the repulsive intramolecular
interaction by electron donation to the metal, similarly as illustrated in Fig. 3.44. The
activation of methane occurs as depicted in Fig. 3.45.

The activation of the CH bond can occur by stretching it over the top of an Ni atom on
the surface or through a valley between Ni atoms. Methane activation occurs with slight
preference for the path that proceeds through the valley between Ni atoms. In contrast,
CH3 activation occurs by stretching the CH bond over the top of an Ni atom. With the
exception of Cu, Pd, Pt and possibly Ir, the CHx fragments that are generated prefer
adsorption in three-fold coordination sites on many of the close-packed surfaces. On the
excepted metals, the interaction between adsorbate and the highly occupied, spatially
extended d-valence electrons forces the CH3 fragment to the atop position (CH3 has one
empty sp3 lone-pair orbital that binds to the metal) and the CH2 fragment to a two-
fold position (CH2 has two empty orbitals), as predicted according to bond hybridization
arguments[3]. The difference in the coordination of CH3 to Ni on which CH3 prefers three-
fold coordination and Pt where CH3 binds atop derives from the small spatial extension of
the d-atomic orbitals of Ni compared with Pt. The repulsive surface–adsorbate d–lectron
interactions on Ni are significantly reduced.

Because of the particular geometry of the Ru(1120) surface, the adatoms now prefer
two-fold coordination surface sites. The coordination number of the metal atoms on the
Ru(1000) surface is nine, on the more open Ru(1120) surface the coordination number
is seven. The lower coordinated Ru(1120) surface should therefore be more reactive. The
activation energy for CH4 dissociation is found to be lowered by over 30 kJ/mol moving
from the Ru(0001) to the Ru(1120) surface, see Fig. 3.46 a and b. In this figure (moving
from right to left) the activation energies are compared for subsequent elementary C-H
bond activation steps in the decomposition of CH4 to adsorbed carbon. These surfaces
were studied at two different surface coverages (25% versus 10%). At higher surface occu-
pations the repulsive interactions between adsorbates decrease bond energies and, hence
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Figure 3.45. DFT-computed reaction paths for the dissociation of CH4 and subsequent reaction inter-

mediates on the Ni(111) surface[30].

Figure 3.46a. Reaction energy diagram for CH4 decomposition over the Ru(0001) surface at different

coverages of intermediates[31a]. Reaction proceeds from right to the left. Top curves (2 x 2) unit cell, low
curves (3 x 3) unit cell.

increase activation barriers. Of the dissociated fragments, the relative energies are com-
pared immediately after dissociation and when they are at an infinite distance. Whereas
on the Ru(0001) surface the CH adsorbed fragment is most stable, CH2 and CH have
comparable energies on the more open surface. CH prefers high coordination sites on the
(0001) surface, but is limited on the (1120) surface to two-fold coordination sites. Trends
in reactivity for different metals are illustrated in Table 3.5.
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Figure 3.46b. DFT-calculated reaction diagram of CH4 decomposition on the Ru (1120) surface; (2 x

2) unit cell[31b].

Activation barriers for row 4 metals appear to be the highest, those for the row 5 metals
are lower and those for row 6 metals tend to be lowest. Surprising is the low value found
for Pd, which may be an artifact of the calculation.

Table 3.5. DFT-computed activation energies in kJ/mol for CH4 decomposition to CH3 computed in a

(2 x 2) unit cell[21,32−34,41]

100 118

Co(0001)[21] Ni(111)[21]

77 67 66

Ru(0001)[33] Rh(111)[32] Pd(111)[32,41]

≈40 75

Ir(111)[34] Pt(111)[33,41]

There is an important difference between the trends found here for methane activation
and those reported earlier for CO dissociation. The CO dissociation energy trend is de-
termined by the Oads adsorption energy. Note that whereas CO dissociation on Pt(111)
is more difficult than on the Ni(111) surface, it is the reverse for CH4 activation.

Also the activation of C–C bonds and the formation of C–C bonds for partially hy-
drogenated intermediates do not have to behave similar to that for C–H activation. This
follows, for example, from inspection of Fig. 3.51 which will be discussed more extensively
later. In this figure, the C–C coupling reactions on Co and Ru are compared. While the
barrier for the C–H cleavage of CH4 is higher on Co than on Ru, the barriers for C–C bond
formation and C–C bond dissociation are lower on Co than on Ru. On Ru the stronger
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M–C interaction in the product as well as reactant state results in weaker interaction be-
tween reacting hydrocarbon fragments, so that barriers for the reaction in both directions
increase. This in line with the observed lower rate of hydrocarbon hydrogenolysis observed
for Pt as compared with Ni. On Ni the rate of C–H activation is lowered more than that
for the CHx–CHy bond cleavage reaction. Because of the stronger metal–carbon bond of
Pt than Ni, the rate of methane formation by recombination of adsorbed hydrogen with
adsorbed CH3 will be lower on the former.

Now let us compare the dissociation of water with methane. On Ni, the activation
energy for H2O dissociation is lower than that of CH4 because of the substantially stronger
metal–OH interaction on Ni, Eads(OH)= 326 kJ/mol, as compared with the metal–CH3

interaction. In Fig. 3.47 the reaction energy diagrams are shown for decomposition of
H2O to adsorbed oxygen and hydrogen. The dissociation of water over Ni(111) proceeds
via a path through the valley of three Ni atoms. The dissociative adsorption of water also
strongly depends on coordinative unsaturation of the surface metal atoms. Bengaard et
al.[20] predict that the activation energy for H2O dissociation is decreased by 50 kJ/mol
on comparing the open (211) surface with the close-packed less reactive Ni(111) surface.

Returning to our discussion of methane activation, as has been pointed out by Liu
and Hu[32] and by Abbott and Harrison[35], the experimentally measured activation en-
ergies for CH4 differ by more than 30 kJ/mol for the same surfaces. Whereas this may
be partially due to an overestimate of the activation energies due to the inaccuracy of
density functional theory itself, a more likely explanation is crystal imperfection on the
experimental single crystal surfaces. For Rh and Pd the large reductions in activation
energies for CH4 and CO dissociation on surface kinks and steps are compared with those
on terraces in Table 3.6.

Figure 3.47a. Reaction energy diagrams of H2O dissociation on the Ni(111) surface; energies with

respect to adsorbed hydrogen.
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Figure 3.47b. Reaction energy diagram of H2O dissociation on the Ru(0001) surface, energies with

respect to H2 gas phase.

Table 3.6. The calculated dissociation barriers[33] (Edis
a ) for CH4(g)→CH∗

3+H∗ and CO∗ →C+O∗
and the barriers (Eas

a ) for their reverse reactions on different Rh and Pd surfacesa

CH4(g)↔ CH∗
3+H∗ CO∗ ↔C+O∗

————————- ———————
Edis

a Eas
a Edis

a Eas
a CN

Rh(111) 0.67 0.65 1.17 1.84 9
Rh-step 0.32 0.59 0.30 1.18 7
Rh-kink 0.20 0.49 0.21 1.09 6
Pd(111) 0.66 0.68 1.87 1.98 9
Pd-step 0.38 0.63 0.57 0.68 7
Pd-kink 0.41 0.53 0.38 0.49 6
aThe least coordination number (CN) of the metal atoms involved in the TSs on flat surfaces, steps and

kinks are also listed for comparison. The unit of the barriers is in eV.

One notes the large decreases in activation energies for the activation of CH4 on the
more coordinatively unsaturated edge and kink atoms. The reaction path proceeds over
the top of a single metal atom. Interestingly, for the recombination reaction of Hads and
CH3ads, this difference in activation energies largely disappears. For CO dissociation, on
the other hand, the activation energy for recombination also shows a large reduction.

The behavior of CH4 activation follows that which is expected for late transitions as
was discussed in Chapter 2. This only applies, however, for systems that have similar
reaction pathways. This is not the case, however, to CO. There is a significantly large
decrease in the activation energies for CO, where the C and O atom that form in the
transition state do not share the same metal atoms, whereas they do on a terrace. Since
the reaction paths are very similar on the step and kink sites, the differences between the
activation energies in the forward and backward directions are relatively small.
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Figure 3.48. The activation of NH3 by Pt(111). Reaction energy paths and structures of reaction

intermediates and their corresponding transition states. Reaction energy diagram for the transformation
of NH3 to Nad. − −− NH3 ; − · −· NH3+Oads; · · · NH3+OHads

[36].

Two classes of reactions can be distinguished: structure sensitive and structure insen-
sitive. The cleavage of the C–H bond that occurs for the oxidative addition is structure
sensitive. The reverse reaction for the reductive elimination, however, is not (α = 1!).
This is due to the reaction path, that involves C–H activation via a transition state that
involves a metal atom that shares bonding to the molecule CH3 and H fragments. More
coordinatively unsaturated metal atoms bind the reaction fragments more strongly and
this acts to help lower the barrier for C–H activation. In contrast, CO dissociation, as
well as CO formation, are both structure-sensitive reactions. The interaction with a large
ensemble of atoms with the right topology (a geometric effect) lowers the energy of the
transition state. Low activation barriers are found for the forward and reverse reactions
when the fragments do not share metal surface atoms in the transition state. This concept
of metal-atom sharing can also be used to help understand the promotion of adsorbate
bond activation by coadsorption. Ammonia decomposition, for example, can be activated
in the presence of surface oxygen. Figure 3.48 illustrates the reaction energy paths for NH3

activation as found on a Pt(111) surface[36]. On clean Pt, the dissociation of adsorbed
NH3 is thermodynamically unfavorable. Experiments indicate that at low temperature
NH3 does not decompose on the close-packed Pt surfaces. The presence of oxygen, how-
ever, can help to promote this reaction. The activation of NH3 over the clean Pt surface
is compared here with activation of NH3 in the presence of coadsorbed atomic oxygen
and OH. Nitrogen is the main product at low temperature. The competitive product is
NO. Reaction energies and reaction paths for the recombination of N and O adatoms are
shown in Fig. 3.49. The recombination of nitrogen adatoms to form N2 is quite similar.
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The coadsorption of atomic oxygen enhances the adsorption energy of ammonia by 18
kJ/mol. This enhancement of the adsorption energy occurs as long as adsorbed NH3 and
atomic oxygen do not share a bond with the same metal atom. According to the Bond
Order conservation principle, the weakened metal–metal bonds next to adsorbed oxygen
enhance the reactivity of the surface metal atom to which NH3 adsorbs. The reaction of
ammonia with coadsorbed oxygen reduces the activation barrier by over 68 kJ/mol. In the
transition state, the oxygen atom moves to a two-fold position and the hydrogen–oxygen
bond has already been partially formed.

The barrier heights for the subsequent elementary reaction steps with adsorbed O
increase. This is due to the fact that Oad and NH2ad have to share metal surface atoms
in the transition state. This results in strong repulsive interactions. The overall result is
that the rate of the initial dissociative NH3 adsorption with coadsorbed O is increased,
but the reactivity of adsorbed NH2 and NH are reduced.

On Pt, OH adsorbs on an atop site. Therefore, its interactions with NH3, NH2 and NH
with OH in the transition state do not share binding to the same metal atom. Reactions
with adsorbed OH to form H2O lower the activation energies for all three of these cases.

The effect of surface steps on the activation of the NH bond over Pt was found to
be negligible. Nevertheless, the experimental rate of ammonia activation will be higher
near the step than on the terrace. This is due to an increase in the surface concentration
of ammonia at the step over the concentration on the terrace rather than the intrinsic
activation barriers. The higher coverage of ammonia at the step is the result of a high
adsorption energy of ammonia at the step. The heat of adsorption of NH3 is 20 kJ/mol
higher on a terrace than on the step. Hence the apparent activation energy for the disso-
ciative adsorption, at low coverage, which is equal to ETST + Eads, is decreased by the
same amount. The overall effect will be an increased rate of dissociative adsorption.

The apparent activation energy for the dissociative adsorption of NH3 with preadsorbed
O is significantly lower. It then follows that the effect of coadsorbed oxygen is much larger
than that of the activation by steps.

The low-temperature oxidation reaction of NH3 is extensively discussed in Chapter 6.
The experimental evidence indicates that ammonia will only dissociatively adsorb when
coadsorbed oxygen is present on the Pt surface. N2 is the initial product that forms in
the presence of oxygen in a flow system operating under mild conditions. N2O is formed
as a co-product as the catalyst begins to deactivate.

The recombination of nitrogen adatoms occurs at at step edges, with a low barrier
(Eact = 70 kJ/mol) and, hence, at low temperature. The formation of N2 at low temper-
ature, however, can also occur via the reaction of NO with NH3. This reaction requires
the formation of surface NH2 to proceed (see Chapter 6). Because of its high adsorption
energy (Eads = 187 kJ/mol), NO once formed will not desorb, especially at low temper-
atures. NO, however, can be indirectly detected if it reacts to form N2O. N2O readily
desorbs and is a co-product that indeed is observed.

The activation energies and reaction paths for the recombination of N and O to give
NO on a terrace and a stepped Pt(111) surface are shown in Fig. 3.49. The activation
energy for N + O recombination (Eact = 223 kJ/mol)is slightly lower than that for the N
+ N recombination reaction (Eact = 234 kJ/mol). The decrease of the activation energy
for the formation of NO on the terrace step (Eact = 65 kJ/mol is so large that it occurs
readily at low temperatures. However, the desorption energy of NO from a terrace is 187
kJ/mol and from the hollow position on the step is 133 kJ/mol, hence NO will not desorb
at low temperatures. The low reactivity of the Pt(111) surface, without steps, is clearly
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Figure 3.49. The recombination reaction path for nitrogen and oxygen on a stepped Pt(111) surface.

Reactions at terraces and steps are compared.

Figure 3.50. Coadsorbed oxygen atoms are not always promoters[45].

due to the high barriers for the recombination reaction of Nads + Oads. The presence of
steps, however, provide low activation barrier paths for these recombination reactions. As
discussed in the previous subsection, NO has a unique reactivity on the Pt(100) surface.
Qe and Neurock[24a] showed that NO dissociation is strongly enhanced, but the N and
O adsorption energies are less increased. A low barrier (∼7 kJ/mol) for Nads and Oads

recombination is found owing to the unique transition-state configuration over the four-
fold hollow site made up of squarely arranged Pt atoms. NO recombination therefore also
proceeds over the hollow site of squarely arranged Pt atoms. The N and O atoms do not
share binding to the same metal atom in the transition state.

The reaction of NH3 with adsorbed O to form hydroxyl intermediates on Pt decreases
the reaction energy for the dissociative adsorption of NH3. In contrast, such a reaction on
Rh acts to increase the reaction energy. This relates to the much stronger Rh–Oads bond
(–110 kcal/mol) as compared with the Pt–Oads (–66 kcal/mol) bond. For dissociative
adsorption of methanol, this is illustrated in Fig. 3.50. The stronger oxygen adatom bond
to Rh than to Pt may have a beneficial selectivity effect in reactions where hydrogen
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formation competes with water formation. Hickman and co-workers[39] studied methane
oxidation on Rh and Pt monoliths. The main products from this reaction were CO, CO2,
H2 and H2O. On Rh they found for reaction conditions which enhanced the selectivity to
CO production over that of CO2 a substantially higher selectivity to H2 compared with
H2O. The activation energy for H2O formation from 2Hads and Oads over Rh equals 120
kJ/mol. On Pt the corresponding value is only 60 kJ/mol. The bond energy of hydrogen
with Rh or Pt is quite similar and, hence, the activation energy for H2 recombination also
will be similar. The improved H2 selectivity on Rh is due to the suppressed rate of H2O
formation on this surface caused by the stronger metal–oxygen bond energy.

A final remark has to be made on the nature of the transition states. The transition
states for the first bond cleavage reaction of CH4, NH3 and H2O to produce Hads and
adsorbed CH3, NH2 or OH, respectively, have slightly higher entropies than the bond
cleavage of the second or successive X–H bonds. In the transition state for the NH cleav-
age of NH3, the entropy remains relatively high because the HNH part of the molecule
remains nearly freely rotating. The lower transition-state entropies for NH2 and NH cleav-
age support the view that the bond cleavage reactions proceed through tight transition
states[40]. The higher transition-state entropy for the cleavage of the first X–H bond im-
plies a slightly looser transition state and, hence, a smaller dependence on the degree
of coordinative unsaturation of the surface atoms. On the other hand, surface reactions
tend to proceed through activation barriers of low activation entropy and, hence, bond
cleavage reactions show a strong dependence on overall reaction enthalpy. This will be
reflected in BEP transition state with α values close to 1. For reactions involving CHx

and OHads surface species this has been confirmed by Michaelides et al.[41].

3.9 Carbon–Carbon Bond Cleavage and Formation Reactions, a Comparison
with CO Oxidation

Watwe et al.[42] describe the C–C bond cleavage over Pt(111) and Pt(211) surfaces. De-
spite the differences between the two surfaces, the structures for the adsorbates on the two
surfaces are similar. A common feature of the transition states is the significant extension
of the C–C bond compared with that in the ground state. In the transition state, the C–C
bond was found to be at least 25% longer. The transition states are late. As follows from
Table 3.7, the barrier for breaking the C–C bond increases with increasing bond order,
and is lower for those bonds which generate fragments that are more stabilized by the
metal surface.

There is a substantial lowering of the barrier when the C–C bond is activated over a
step site. In the gas phase, the activation of σ-C–C bonds is thermodynamically preferred
over that of alkane C–H bonds. On the surface, however, C–H activation is found to be
easier than C–C bond activation. This relates to some extent to the differences between
the M–CH3 and M–H bond energies. The C–H bond is more readily activated on the
surface since there is initially less steric hinderance than that for HxC–CHy activation.
In the adsorbed state, the hydrogen atoms of an alkyl intermediate directly interact with
the surface through weak van der Waals interactions. The carbon atoms, on the other
hand, are not in direct contact.

Carbon–carbon bond formation reactions are of critical importance to the Fischer–
Tropsch synthesis of linear hydrocarbons over transition metals such as Co, Fe or Ru.
Fischer–Tropsch synthesis involves the activation of CO and H2 over the metal to form
adsorbed carbon, oxygen and hydrogen. The carbon atoms that form hydrogenate to form
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different CHx intermediates that can subsequently couple to form longer hydrocarbon
chain intermediates and products. We present here theoretical results obtained out over
well-defined transition-metal surfaces for some of the critical steps in the mechanism.
Zheng et al.[43] demonstrated that on terraces of the transition metals the CHx–CHy

recombination reaction requires low values of x and y otherwise repulsive interactions
between the hydrogen atoms on the CH2 and CH3 groups will prevent recombination.
This conclusion is in line with the high barrier for the ethyl C–C cleavage reaction found
on the Pt(111) surface reported in Table 3.7. The barrier is due to the large repulsive
interaction that the hydrogen atoms experience with the surface.

Table 3.7. Transition-state energies for C–C bond cleavage on two surfaces of Pt[42]

Fragment Surface ETST (kJ/mol)

C2H5 111 173

211 102

C2H4 211 193

CHCH3 111 106

CHCH2 (parallel to step) 111 160

211 160

CHCH2 (over the step) 211 100

Figure 3.51. Schematic potential energy surfaces (relative energies) on Co and Ru for C–C coupling of

CH with CH2
[45].

A similar argument holds for the recombination of CH3 and CO on the terrace of a
transition metal. The strong repulsive interactions between the CH and the metal surface
in the transition state with the CO surface species has to be overcome. Reaction paths
that cross over a step edge or occur directly at a step edge are expected to experience far
less repulsion interactions between these adsorbates. Calculated barriers for CHx–CHy

recombination on stepped and unstepped Ru surfaces are given in Table 3.8. Ethylene
formation is a preferred reaction on the steps. Also C + CH and C + CH2 recombination
are preferred recombination steps.

The low barrier for the recombination of CH and CH3 surface species on terrace sites is
quite striking. Work by Ge et al.[45] allows a comparison of the CH + CH2 recombination
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reaction on the less reactive Co(0001) compared with that on the Ru(0001) surface. The
recombination reaction occurs with a substantially lower barrier on Co than Ru (see
Fig. 3.51). This is due to the weaker M–CHx bonds on Co. The proposition that the
C1 adsorbed intermediates, namely CHads, are the most abundant reaction intermediates
(MARI) in Fischer–Tropsch synthesis is consistent with the fact that the the CHads species
is calculated to be more stable on the surface than the Cads species. Chain growth would
then require the following reaction steps:

CHads + CH3ads −→ CHCH3ads (1)
CHCH3ads + Hads −→ CH2CH3ads (2)

CHads + CH2CH3ads −→ CHCH2CH3as (3)

The calculated transition state of 77 kJ/mol for step (2) implies that in this cycle of steps,
that hydrogen addition may be the rate-limiting step. While the results from theoretical
predictions suggest that we can speculate as to the MARI and the rate-limiting step, we
can not be sure unless we carry out full simulations of the elementary processes occurring
simultaneously to establish the actual kinetic outcome.

Table 3.8. Calculated reaction barriers (Ea) for C–C coupling and some hydrogenation addition reac-
tions on the Ru surface (eV)[44]

Ru step Ru(0001)

C + C 1.05 1.51

C + CH 0.43 1.01

C + CH2 0.56 1.08

CH + CH 0.95 0.87

CH + CH2 1.20 0.97

CH2 + CH2 0.59 1.23

CH2 + CH3 1.40 1.80

CH + CH3 48

CHCH3 + H→CH2CH3 77

CHCH2 + H→CHCH3 40

As long as there are enough CH species available on the surface, the chain growth
reaction may be faster than the chain termination reaction. On steps and surfaces where
CH2 species are stabilized [e.g. the Ru(1121) surface] ethylene formation will compete
strongly with the chain growth reaction. Alkene formation can also proceed by the β-CH
cleavage of adsorbed alkyl species. For Pd the activation barrier for this reaction is 70
kJ/mol, which competes with the activation energy for hydrogenation of ethyl. On Ru
the activation barrier of the β-CH reaction is even lower. Therefore, alkene formation is
preferred over alkane formation in the chain termination step.



The Reactivity of Transition-Metal Surfaces 141

Figure 3.52a. A comparison of reaction paths for the C–C and C–O recombination reactions on

Ru(0001). (DFT slab calculations).

Figure 3.52b. A comparison of the reaction paths for the C–C and C–O recombination reactions on
Ni(111). (DFT slab calculations).
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Figure 3.53. Fraction of adsorbed C1 species formed via CH4 decomposition at 400 ◦C[48] , cooled

to room temperature and subsequently converted to ethane and propane upon hydrogenation at room
temperature[47].

The third alternative termination path is by direct insertion of CO into the metal–
alkyl bond. This insertion reaction requires the presence of coadsorbed CO and occurs on
surfaces where CO bond cleavage competes with C–C bond formation as shown in Section
3.7. CO insertion or hydroformulation requires cationic metal centers and is therefore an
unfavorable reaction at a reduced metal surface.

There is ample experimental evidence[26] that suggests that the Fischer–Tropsch reac-
tion proceeds via the formation of C1 species, as proposed above. Experimental evidence
indicates that the C1 species are favored as surface CHx intermediates[46].

In order to dissociate CO, the barrier for CO activation has to be low. As illustrated
in Table 3.4, the rate of dissociative CO adsorption appears to be fastest over Ru, Co
and Fe, the preferred transition metals for the Fischer–Tropsch reaction. The barrier
for CO dissociation, however, is very high compared with that of the chain growth or
termination reactions, especially on the close-packed terraces. While the presence of steps
helps to lower the CO activation barrier, it is still considered to be rate limiting.

The requirement for a low activation energy for CO dissociation is opposite to that
for efficient carbon–carbon bond formation, which favors weak metal–carbon bonds. This
is nicely illustrated in Fig. 3.52a and b where we compare the C–C bond formation and
C–O bond formation energies on Ru(111) and Ni(111) surfaces, respectively. Table 3.4
summarizes the transition-state energies for CO dissociation, and indicates that Ni is less
reactive than Rh. The M–C bonds are weaker on Ni than on Ru as reflected by the higher
endothermicity for carbon deposition on Ni. Whereas C–C bond formation on Ru has a
substantial barrier, such a barrier is absent on Ni. In the presence of hydrogen, the C–C
bond formation reaction, which is the precursor to graphite formation, is suppressed. Once
CH species are present on the surface, the graphitization reaction becomes much more
difficult and typically does not occur. In the presence of hydrogen, the CHx-CHy bond
formation reaction begins to compete with the methanation reaction. In the methanation
reaction, the metal–carbon bonds become completely broken. The C–C bond formation
reaction, however, only depends weakly on variation in the M–C bond energies. Hence
methanation will be more strongly dependent on the M–C bond energy than the chain
growth reaction is. This prediction is confirmed by experiments[47] in which CHads species
were generated by dissociative adsorption of CH4 on the surface. In the presence of hy-
drogen, C–C coupling occurs and the alkanes desorb. The competitive reaction here is
CH4 formation. The selectivity towards higher hydrocarbons is shown in Fig. 3.53. The
stronger the metal–carbon bond, the larger is the selectivity towards higher hydrocarbons.
There is no reaction on metals such as Cu, or Ag where H2 cannot dissociate. There is
also no reaction when the M–C bond is too strong, as is the case for Fe.
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3.10 Lateral Interactions

3.10.1 Introduction

Up to this point, we have focused on modeling the intrinsic reactivity of individual
molecules on a surface which can be used for comparison with experiments carried out
at low surface coverages under UHV conditions. Reactions that are carried out under
more industrially relevant conditions, however, are typically run at pressures which are
many orders of magnitude greater. This is known as the pressure-gap problem in surface
science. These higher pressures can lead to significantly higher surface coverages, which
can subsequently change the surface composition as well as the catalytic performance. At
higher surface coverages, the intermolecular interactions between adsorbed intermediates
become important in dictating the bond strength of the adsorbate to the surface and also
its reactivity. The interactions between adsorbed species are known as lateral interactions
and can be defined in terms of through-space or through-surface interactions. The through-
space interactions are typically due to local steric or electrostatic interactions between two
or more species. These interactions are based solely on the position of the adsorbate with
respect to other molecules or intermediates on the surface. They exist even in the absence
of the metal surface. Through-surface interactions are the result of electronic interactions
between two or more adsorbates that are mediated through changes in the electronic
structure of the surface metal atoms. We discuss the chemical bonding aspects of lateral
interactions in more detail in Section 3.10.2.

The interactions between coadsorbed molecules or atoms can be either attractive or
repulsive depending upon the local positioning of the adsorbates with respect to one an-
other. If two or more adsorbates form bonds with the same metal atom, the interactions
are typically repulsive, as would be predicted by Bond Order Conservation (BOC) prin-
ciples. The interactions between adsorbates that are distant from one another by a single
metal bond are typically attractive, which again would follow BOC principles. At higher
surface coverages, the interactions between adsorbates are typically, but not always, re-
pulsive. Repulsive interactions weaken the adsorption energy and thus lead to a decrease
in the desorption energy with coverage. The metal-mediated electronic changes can lead to
overlayer ordering and, in some cases, even drive surface reconstruction, as was discussed
in Chapter 2. The substantial weakening of the adatom or adsorbed molecule interaction
occurs when two or more adsorbates bind to the same surface metal atom. The reduction
in the binding energy with coverage implies that such adsorption states are likely pop-
ulated only at low temperature and high pressure and not likely accessible under UHV
conditions.

The adsorbates which are more weakly bound to the surface are more likely to interact
with other surface species through bond-making processes. An example of this situation
will be discussed in Section 3.10.3 where we examine the ethylene hydrogenation mech-
anism as a function of surface coverage. We specifically analyze the elementary reaction
steps for both π- and σ-bonded ethylene intermediates.

Lateral interactions influence the reactants, products, intermediates and even transition
states for a reaction. Reactant molecules likely adsorb in different local environments
and are therefore exposed to different lateral interactions depending upon the relative
number, type and position of neighboring adsorbates. Stochastic kinetic methods provide
the best hope of capturing these molecular differences. Traditional deterministic modeling
of catalytic systems average over the surface coverage and thus provide only a mean field
description. Individual surface sites, as well as intermolecular interactions, however, can be
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treated by adopting kinetic or dynamic Monte Carlo simulations which are mathematically
rigorous solutions. We describe kinetic Monte Carlo simulation methodology in more detail
in the Appendix. Various different applications are describe later in this chapter and in
other chapters.

3.10.2 Lateral Interaction Models

First-principle quantum chemical calculations, have proven to be instrumental in quanti-
fying the energetics for spatially explicit interactions between species at specific surface
sites. For example, strongly adsorbed species such as oxygen and nitrogen are typically
repulsive when they share either one or more metal atoms. The repulsive interactions in-
crease as the number of shared metal atom neighbors increases. On copper, the repulsive
interactions between atomic oxygen and nitrogen bound to fcc sites which share a single
metal atom are repulsive by 30 kJ/mol. The repulsive interaction energies increases to
130 kJ/mol when these same two species sit at sites which share two metal atoms. Part
of this strong repulsion is also likely due to the significantly shorter distance between the
two oxygen atoms which sit at adjacent fcc and hcp sites and share two metal atoms. This
distance is on the order of 1.5 Å, thus leading to strong repulsive effects. For adsorbates
which lie at nearest-neighbor sites but do not share metal atoms, the interactions can
actually be attractive. For example, the ethylene–ethylene interaction is attractive by 11
kJ/mol per ethylene pair when the two ethylene molecules bind to bridge sites that are
separated by one vacant bridge site.

Attractive or repulsive through-surface interactions are readily understood in terms of
the Bond Order Conservation principles. When an adatom binds to a neighboring surface
metal atom, the metal–metal bonds that form to the surface metal atom of interest are
weakened. This increases the potential reactivity of the neighboring metal atoms since
less of its electron density is tied to the metal atom involved in the surface–adatom
bond. Thus, another adatom bound to the neighboring surface metal atom would have
an increased interaction energy. Through-surface interactions are repulsive when two or
more adsorbates share a metal atom, but attractive when the adsorbates sit at neighboring
metal atom sites. These effects are illustrated in Fig. 3.54.

Figure 3.54. Schematic illustration of the use of Bond Order Conservation to predict attractive or

repulsive interaction between adsorbates. (a) Adsorbates which bond to the same surface metal atom
are weakened by the presence of one another as the result of competition for electron density from the

same metal atom. These interactions are repulsive. (b) Adsorbates that are bound to metal atoms which
are neighbors have an effective attractive interaction, because of the weakening of the metal–metal bond

due to their coadsorption. Bond order conservation indicates that attractive and repulsive interactions
alternate through bonds. Binding to a next-nearest metal atom neighbor such as A′′ versus A′ has a

weaker interaction and, hence, this through-surface interaction is repulsive.

Although first-principle calculations offer quantitative estimates for specific configu-
rations, the shear number of different scenarios which arise in any kinetic or dynamic
Monte Carlo simulation make it impossible to compute all of the possible configurations
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that might arise from first-principle calculations. Currently the only practical way to in-
clude lateral interactions would be to develop a simpler coarse-grained model that can be
used to calculate the interactions as they arise within the simulation.

Various models have been proposed in the literature to model adsorbate–adsorbate
interaction[49]. At the simplest level, the interactions can be described by a single param-
eter ωAA which treats the repulsion (ω > 0) and attractive (ω < 0) interactions between
two species labeled A:

QA = Q0 − ωAA (3.37)

This approach has been adapted for systems whereby the lateral interactions are lumped
into a single parameter. More advanced treatments add a second parameter (ω′

AA′) in
order to describe next-nearest neighbor interactions. Q0 here refers to the binding energy
of the isolated A molecule. The simplest molecular level treatment would view these as
pairwise additive interactions. The change in the binding energies and activation barriers
can easily be computed by simply adding (or subtracting) the effect of all pairwise inter-
actions that result from direct nearest (ω) and next-nearest neighbors (ω′), This is shown
for the adsorption of A in the following expression:

QA = Q0 −
∑
Ai

ωAAi −
∑

j

ω′
AAj

(3.38)

A much more sophisticated treatment for modeling all interaction pairs as well as trimer
interactions was developed by Kreuzer and co-workers[50]. They subsequently extended
the approach to examine oxygen on Ru using first principle DFT calculations[51]. They
calculated a large number of different possible configurations for oxygen on Ru, and then
regressed the coefficients for both pair and ternary interactions in the model to these
constants. This is an elegant study whereby a theory was used to establish a coarse-
grained interaction model. The results follow the experimental TPD curves for oxygen on
Ru(0001) very well. The number ab initio calculations necessary to establish a ternary
model for catalytic systems with multiple different adsorbates would be prohibitive.

A second approach which may be attractive for more complex surface systems involves
the application of the Bond Order Conservation model that was developed by Shustorovich
and co-workers[52−65]. The BOC model treats the interaction between the adsorbate and
the surface atom through the use of a Morse potential. The total heat of adsorption is
then described by summing all interactions. The BOC model is based on the concept that
the bonding potential for every atom in the system is conserved. The heat of adsorption
for an atomic species A is described by the following expression:

QAn = Q0A(2 − 1/n) (3.39)

where A and n refer to the adsorbate A and the number of metal atoms, respectively.
Shustorovich and Sellers [61,65] developed a systematic set of equations which can be

used to estimate activation barriers for adsorption, surface reaction and desorption pro-
cesses based upon the strength of atomic interactions Although this approach may not
yield quantitative predictions for all systems, it has been very effective in estimating the
barriers and adsorption energies for a number of systems.

Hansen and Neurock[66] showed how such an approach can be coupled with first-
principle DFT calculations in order to model quantitatively the interactions of O/Ru(100).
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The resulting model was used internal in a kinetic Monte Carlo simulation in order to
provide predictions of the lateral interactions along with site specificity as the reaction
progressed.

A third approach to treat lateral interactions internal in the atomistic (or molecular)
simulation involves the use of semiempirical quantum chemical methods. Lateral interac-
tions can be described in this method by extracting smaller grids from the surface and
using an extended Hückel molecular orbital theory or a tight-binding method to calculate
lateral interactions within each grid[67]. After thousands of EHT interactions, a substan-
tial database can be built up by which the interactions can then be directly embedded
into the simulation. A model for the interactions between ethylene, hydrogen, and ethyl
intermediates was developed to describe their surface interactions by using a series of
first-principle calculations along with over 1700 EHT calculations of adsorbate–adsorbate
interactions by which to parameterize a simple coarse-grained empirical model based on
a radial distance between adsorbates as well as the molecular size of each adsorbate[67].
This radial function model was subsequently used internal to a Monte Carlo simulation
of ethylene TPD and hydrogen kinetics.

3.10.3 Hydrogenation of Ethylene; the Importance of Lateral Interactions

Ethylene adsorbs on metal surface in two predominant adsorption modes: di-σ and π. In
the di-σ adsorption mode, the orbitals on the carbon atoms can rehybridize to form two
direct σ bonds with two different metal surface atoms. This is the preferred adsorption
mode on a number of different surfaces, especially at lower coverages. In the π-adsorption
mode, ethylene coordinates to a single metal atom, similar to that found for ethylene
binding to an organometallic complex (see Fig. 3.55). The chemical bonding is best de-
scribed by donative-back-donative interactions. At low coverage, the adsorption energy of
ethylene in the di-σ mode was calculated to be –60 kJ/mol at a coverage of 0.33 monolayer
(ML). The adsorption energy in the π-adsorption mode at the same coverage was calcu-
lated to be –30 kJ/mol. When the ethylene coverage increases, the interactions between
di-σ-adsorbed ethylene is initially attractive. DFT calculations indicate that there is an
attractive interaction of –20 kJ/mol between two coadsorbed ethylene species bound to
neighboring Pd-dimer pairs, that do not share any metal bonds on the Pd(100) surface.
As expected from the Bond Order Conservation principle, the weakened Pd–Pd bonds
enhance the adsorption of ethylene at these sites[65]. As the coverage within the overlayer
increases, the ethylene molecules begin to interact more directly with one another through
metal-atom sharing. This decreases the energy of adsorption.

Hydrogenation is thought to occur via a Horiuta–Polanyi mechanism which involves
the sequential addition of hydrogen atoms to the adsorbed ethylene. Molecular hydrogen
dissociates to form two atomic hydrogen atoms on the surface which ultimately react with
coadsorbed ethylene [67,68]. At low surface coverage, the reactivity with the π-adsorbed
ethylene is low. The interaction of ethylene with adsorbed hydrogen instead pushes the
π-bonded ethylene to the more favorable di-σ-bonded state. At higher coverages, however,
hydrogenation can occur through the addition to either the di-σ- or π-adsorbed ethylene.
As Fig. 3.55 illustrates, the barriers, as well as the two transition-state structures for the
two hydrogen additions, are quite similar.

The addition of a single hydrogen atom to ethylene leads to the formation of an atop
adsorbed ethyl intermediate, which occurs with an overall activation energy of 88 kJ/mol.
(The activation barrier for the reverse reaction to activate the C–H bond in ethane is 106
kJ/mol, which is the same order or magnitude as the values found for the activation of
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Figure 3.55a. Reaction energy diagram of ethylene hydrogenation on a Pd(111) surface at low ethylene

surface concentration[68].

Figure 3.55b. Reaction energy diagram of ethylene hydrogenationon a Pd(111) surface at high ethylene
surface concentration[68].

methane). The barriers found for hydrogen addition to ethylene are significantly lower
than those for the competitive reaction paths in which ethylene C–H bonds are cleaved
with formation of ethylidene or CHx species. At higher coverages of ethylene, or when the
metal surface becomes covered with hydrogenolysis products, the di-σ-adsorption of ethy-
lene becomes suppressed and π-bonded ethylene becomes more favorable. The activation
barrier for hydrogen addition to a π-bonded ethylene surface intermediate as depicted
in Fig. 3.55b was 36 kJ/mol, which is significantly lower than that for the low-coverage
di-σ intermediate. This barrier is also significantly lower than the barrier computed for
insertion of hydrogen into ethylene adsorbed within an organometallic complex of Pd2+.
Siegbahn[48] studied the insertion of the hydride ion into the metal–carbon bond. In the
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process, the ethylene molecule slips from its π-bonded coordination mode along the Pd2+

cation, to form the ethyl ligand.
The barrier for the hydrogenation reaction is largely due to the formation of antibond-

ing occupied orbitals between hydride and reacting carbon atom. This is very similar to
that discussed previously for the insertion reaction of ethyl and CO discussed in section
3.7. This repulsive interaction is reduced by the donation of electrons from the C–H bond
into empty transition-metal cation orbitals. The predicted barrier for the hydrogenation
of CO on the Pd complex was 103 kJ/mol. This is significantly higher than the barrier
which was calculated on the surface. When the density on the metal-ion center decreases
the barrier height is reduced. For instance, the barrier height for this reaction is reduced
to 75 kJ/mol when it is carried out over Mo5+. This difference in barrier energies between
the surface and organometallic complex illustrates the importance and the benefit of the
unique topologies that surfaces offer due to the large ensemble size of the metal atoms
involved in the reaction.

3.10.4 Lateral Interactions; the Simulation of Overall Surface Reaction Rates

Reactant or product states of surface reactions are often (de-)stabilized by the presence of
other adsorbates. This implies a change in the reaction energy as a function of overlayer
composition. The Brønsted–Evans–Polanyi relation again provides an elegant procedure
to estimate the effect of lateral interactions on changes in the activation energies.

δ∆Eact = αδ∆ER (3.40)

The change in the activation energy due to lateral interactions is seen to be simply pro-
portional to the difference of the lateral interaction energies of the reaction intermediates
before and after reaction.

A nice example of such an effect is given by the recombination of CO with adsorbed
O on the Pd(111) surface as studied by Zhang and Hu[69]. With respect to the reverse
reaction, which involves the cleavage of CO2, the transition state is considered to form
late along the reaction channel, thus forming a tight transition-state complex. In the
transition state, CO2 has an angle of ∼ 100◦, which is indicative of CO2

δ−. The barrier
of recombination should be quite sensitive to the interaction of atomic oxygen with the
transition-metal surface. As in all related transition states, the three-fold adsorbed oxygen
moves towards the two-fold adsorption site. CO has a small barrier to move from its
preferred adsorption site at the three-fold position towards an atop position on a third
metal atom. This helps to lower the activation barrier for the reaction of CO with O,
which is weakly bound to the two-fold bridge site, thus allowing the recombination to
occur. The barrier to activation is dominated by the need to reduce the metal–oxygen
and metal–CO bond energies. Zhang and Hu calculated the activation energy for CO–O
recombination for surfaces that are 25% covered with oxygen and 16% with oxygen. The
barrier was found to increase from 93 to 150 kJ/mol as the coverage was reduced. The
oxygen adsorption energies changed from 370 and 420 kJ/mol, respectively, and that of
CO from 160 and 195 kJ/mol, respectively, as the coverage was reduced.

By properly including the lateral interactions between adsorbed species into a dynamic
or kinetic Monte Carlo algorithm, one can simulate the response of different experimental
protocols including the simulation of temperature-programmed desorption (TPD) and
temperature-programmed reaction (TPR) spectroscopy, steady-state and transient kinet-
ics. The application of dynamic or kinetic Monte Carlo simulation thus offers a more
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accurate treatment surface kinetics for higher coverage systems since it allows the kinetic
and equilibrium properties to be coverage dependent. In such simulations, the surface is
typically represented by some form of a lattice. As such, each atop, bridge and hollow site
along with the specific ad-species on the surface can explicitly be followed as a function
of time and reaction conditions. The state system is then defined by the specific atomic
surface structure, along with the specific location and configuration of all of the inter-
mediates in the adlayer. The evolution of the system with time or processing conditions
requires tracking the changes of the system state. The state of the surface changes via
individual elementary physicochemical kinetic processes such as reaction, diffusion, ad-
sorption or desorption. The evolution of the states of the system as a function of (real)
time can be described by means of the chemical Master Equation:

dP (c, t)
dt

=
∑
c′ �=c

[
kcc′P

(
c′, t

)
− kc′cP (c, t)

]
(3.41)

where P (c, t) denotes the probability of finding the system in a specific state or configura-
tion c at time t; kc′,c is the transition probability per unit time of the elementary process
that changes the system from state C to C′. The transition probability can be interpreted
as a microscopic rate constant, that can be described by the Arrhenius equation:

kc′c = νc′c exp

(
Ec′,c

kT

)
(3.42)

An analytical solution to the master equation is only possible for very simple systems.
The master equation, however, can readily be simulated by using stochastic kinetics or
more specifically kinetic Monte Carlo simulation. Several Monte Carlo algorithms exist.
More details on kinetic Monte Carlo simulation can be found in the Appendix.

Since we will also discuss in later chapters (Chapter 8 and 9) the use of cellular au-
tomata to study surface reactions, it is important to compare kinetic Monte Carlo with
cellular automata methods. The main characteristic of cellular automata is that each cell,
which corresponds to a grid point of a surface model, is updated simultaneously. The
realism of such an assumption is questionable since reaction appears to be a random pro-
cess. Randomness can be incorporated by using probabilistic cellular automata, in which
updates are done with some probability. Probabilistic cellular automata simulations can
be developed that are equivalent to the Random Selection Method.

As a first example, we discuss the simulation of ethylene desorption from the Pd(100)
surface[67]. As mentioned in Section 3.10.2, a set of lateral interaction parameters was de-
veloped by regressing over 1700 extended Hückel calculations at different ethylene cover-
ages. The simulation was then used to simulate both temperature-programmed desorption
of adsorbed of ethylene and the kinetics for the high-pressure hydrogenation of ethylene.
The simulation of the TPD spectra for ethylene on Pd(100) demonstrated that the ini-
tial high coverage state of the surface was comprised of a disordered array of ethylene
molecules bound in random orientations, with repulsive interactions between the adsorbed
ethylene molecules. Two desorption peaks were observed. The first peak, which appeared
at low temperatures, was due to the desorption of weakly bonded ethylene. This peak
was the direct result of lateral repulsive interactions between ethylene intermediates that
occcurred at the higher coverages which formed at low temperature. As the surface was
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heated, ethylene desorbed, thus freeing up surface sites. At higher temperatures, a stable
well-ordered (2 x 2) ethylene overlayer began to appear. This was the result of the attrac-
tive interactions between ethyene molecules when they adsorb in a (2 x 2) arrangement,
as was confirmed by DFT calculations. The higher temperature ethylene TPD peak is
due to the desorption of ethylene from this ordered overlayer. The simulated adsorption
peaks agreed reasonably well with those measured experimentally.

The other example is for NO dissociation on Rh(111) to produce N2
[70]. A lattice

model of atop, fcc and hcp sites was used to model the surface. The interactions between
next-nearest and next-next-nearest neighbors were explicitly included. NO adsorption was
considered on both the three-fold and atop adsorption sites. Nitrogen and oxygen atoms
were only allowed to adsorb at three-fold coordination sites. The kinetic parameters for
NO, N and O diffusion and NO desorption, N2 formation and NO desorption were defined
by comparison with experiment. The simulated TPD curves were found to be in very good
agreement with the experimental curves, as is shown in Fig. 3.56.

The simulations were able to reproduce the ordered structures found experimentally
and the lateral interaction parameters regressed from this system were consistent with
the values derived from DFT calculations. The low-coverage region (< 0.2 ML) was char-
acterized by the dissociation of all NO. NO dissociation was found to be complete at 300
K. N2 then desorbs around 550 K. The medium coverage region was characterized by
the partial decomposition of the three-fold bound NO. N and O form islands separated
from NO islands; dissociation stops when the NO islands are compressed into an ordered
structure of 0.50 ML coverage. NO can be compressed more easily than N and O that are
constrained to three-fold adsorption sites. Only when part of the NO desorbs above 400
K, can more NO dissociate. This is the reason why the N2 desorption peak appears at
the temperature where NO desorbs. At coverages higher than saturation (above 0.5 ML),
dissociation is completely inhibited. NO adsorbs atop and initially can only desorb. NO
dissociation is not yet possible dowing to the lack of available sites. Dissociation remains
suppressed until some of the three–fold adsorbed NO starts to desorb.

Ab initio-based kinetic Monte Carlo studies have been implemented by Neurock and
co-workers[66,67,72] to follow a fairly comprehensive set of adsorption, surface diffusion,
desorption and surface reaction processes in order to monitor the surface kinetics for vari-
ous different reaction systems including NO decomposition[72e,f ], ethylene hydrogenation
[67,72a−d], and vinyl acetate synthesis[72g] . We briefly described some of the simulation
results for the influence of alloying Pd with Au on the kinetics for ethylene hydrogenation
and vinyl acetate synthesis in Chapter 2. In order to present the utility of the approach to
follow the influence of lateral interactions and model high-coverage conditions, we discuss
here the hydrogenation of ethylene over Pd.

This example provides a natural extension to show how ab initio Monte Carlo simu-
lations can be extended from the TPD studies under UHV reported in the previous two
examples described above to catalytic kinetics over surfaces under more realistic reaction
conditions. Neurock and co-workers[67,72a−d] extended the ab initio-based DFT formalism
discussed above to steady-state and transient ethylene hydrogenation catalytic kinetics
at higher pressures. The DFT-calculated potential energy profiles for the ethylene hy-
drogenation presented in Fig. 3.55 were used together with the ethylene, hydrogen, ethyl
lateral interaction model, which was described earlier, to follow the elementary adsorp-
tion, desorption, surface diffusion and surface reaction processes along with the lateral
interactions using ab initio-based kinetic Monte Carlo simulations. More specifically, the
simulations tracked the fate of individual molecules on the surface as a function of reac-
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Figure 3.56a. NO and N2 desorption rates (top), and NO, nitrogen and oxygen coverages (bottom),

during temperature-programmed desorption. Starting coverages are (from left panel to right) 0.15, 0.40
and 0.75 ML. N2 desorption rates have been multiplied by 5; the heating rate was 10 K/s[71].

Figure 3.56b. The NO (- - - -) and N2 (—–) TPD rates (top) and
∑

n=1,2
Rhn NO+

n (- - - -) and

Rh2N
+/Rh+

2 (—-) TPSSIMS ion intensity ratios (bottom), during the temperature-programmed reaction

of NO on Rh(111) for low (left panel), medium (central panel) and high (right panel) initial NO coverages.
The NO TPD spectra have been divided by a factor of 4 with respect to the N2 TPD spectra. The

adsorption temperature was 100 K: the heating rate was 10 K/s[71].

tion conditions to determine the number of ethane product molecules that form as a func-
tion of the number of active sites. This is the catalytic turnover frequency. The reaction
conditions such as temperature and pressure and also the surface composition can all be
varied to establish their influence on the overall catalytic performance. As such, the simu-
lations can be used as “virtual experiments” in order to predict macroscopic features such
as the turnover frequency, selectivity, apparent activation energies and reaction orders for
more direct comparison with experiment. In addition, the simulation also provides for a
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full molecular-level description, thus explicitly tracking the occupancy of individual atop,
bridge, and three-fold fcc and hcp hollow sites throughout the simulation.

In the previous TPD simulations, the surface was allowed to equilbrate at low tem-
perature before starting the simulation runs. The reagents were thus no longer allowed
to adsorb on the surface. In simulating the kinetics, the background partial pressure of
ethylene and hydrogen, and also the temperature, were set to the conditions of interest
and then held constant in order to simulate the steady state. Molecules were allowed to
adsorb and desorb continuously, thus providing the ability to repopulate the surface as
the reaction proceeds. This is governed by the kinetics for adsorption and desorption. The
higher pressures of ethylene (PC2H4 = 25 torr) and hydrogen (PH2 = 100 torr) used in
these simulations resulted in surface coverages of ethylene of about 0.20 ML and hydrogen
of about 0.42 ML. The total surface coverage was significantly higher than that reported
for UHV conditions. The higher coverages led to lateral interactions on the surface that
were predominantly repulsive, which ultimately lowers the activation energy.

The simulations allowed for the formation and reaction of both π- and di-σ-bound
ethylene surface intermediates. At higher coverages, the reaction proceeds through both
intermediates. While the di-σ intermediate is present in higher surface concentrations,
the π-bound intermediates form and can rapidly hydrogenate. The results agree with the
experimental studies of Cremer and Somorja [73] on ethylene hydrogenation on Pt that
distinguish the π-bound ethylene as the reactive intermediate. The simulations here on
Pd(111), however, show that hydrogenation can still proceed through the di-σ route also.
Repulsive interactions ultimately weaken both the π and di-σ species, making them both
reactive channels.

Simulations were run at a series of different temperatures in order to determine surface-
averaged activation barriers. The intrinsic barriers for low-coverage ethylene hydrogena-
tion discussed earlier were 15 kcal/mol. The simulations of the apparent activation bar-
riers, however, were found to be significantly lower at 9.2 kcal/mol, which agrees very
well with reported experimental values of 9–12 kcal/mol[74]. The dramatic reduction in
the barrier between the zero coverage limit and actual surface conditions is due to the
lateral repulsive interactions that exist between surface adsorbates, as shown for the DFT
calculations for ethylene hydrogenation at higher coverages presented in Fig. 3.55. The
simulations were run at various partial pressures of ethylene and hydrogen in order to
determine the reaction orders for both ethylene and hydrogen. The reaction orders for
ethylene and hydrogen were calculated to be 0.65–0.85 and 0.16–0.03, respectively. This
agrees quite well with the known experimental literature values (0.5–1.0 for hydrogen and
–0.5 to 0.0 for ethylene)[74]. The concluding message is that while the adsorbate surface
bond strength is critical in determining reactivity, the extrinsic factors such as cover-
age effects can be just as important owing to the changes that they can impart on the
metal–adsorbate bonding.

In Chapter 2, we decribed the simulation results for vinyl acetate synthesis over Pd
and Pd/Au alloys. The results showed that acid and oxygen preferentially dissociate on
Pd sites. The addition of Au was found to decrease the Pd ensemble size and, hence, the
surface coverage. This reduces the blocking of the Pd sites by acetate anions. The addition
of Au opened up sites for ethylene to adsorb and to coexist with both acetate and oxygen.
The adsorption of ethylene on Pd(111) without Au was significantly suppressed because
of the strong acetate adsorption. This system is an interesting example of a heterogeneous
catalyst where the mixture of two metals creates two different adsorption sites to permit
the reaction between two different molecules that otherwise would not react or would react
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with difficulty. Alloying in this example provides a synergy the coadsorption of reactants
that would otherwise be quite difficult. This appears to be a general effect of alloying,
also observed in very different reaction systems.

For example, the unique properties of the Pt–Ru alloy in electrochemical CO oxidation
appears to relate to OH generation on Ru, which is difficult on Pt since the reaction is
suppressed by CO[75] poisoning on Pt. Kinetic Monte Carlo calculations can also be used
to simulate voltammograms and adsorption in electrochemical experiments.

We will briefly describe here the so-called butterfly voltammogram found for adsorption
of anions on single-crystal electrode surfaces[76] . As illustrated in Fig. 3.57, the formation
of ordered adlayers of anions is often accompanied by a characteristic sharply peaked
current response in the cyclic voltammograms.

Figure 3.57. Simulated voltammogram (top) and adsorption isotherm (bottom) for (bi)sulfate adsorp-

tion on an fcc(111) surface.

To produce this voltammogram, adsorbate adsorption was modeled by Monte Carlo
simulation employing the lattice-gas model for the adsorbate (eg sulfate anion),
A2− + 2∗←−−→Aads + 2e−, where * denotes an empty site. The interaction between ad-
sorbates can be included in several ways. In the example in Fig. 3.57, a shell of purely
hard sphere interactions is considered, in which the simultaneous bonding of two anions
to neighboring sites is excluded. The isotherm can be calculated by including adsorption,
desorption and surface diffusion steps and scanning potential E. The rate constants for
adsorption and desorption are of the form

kads = k0 exp

(
−αads γe E

kBT

)
(3.43)

where α is the BEP coefficient for adsorption, taken as 1
2 , γ is the electrosorption valency

(taken as –2), e the elementary charge, and E the electrode potential. The current j
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follows from the expression

j = −e γ Γm ν
dθ

dE
(3.44)

where Γm is the number of surface sites per unit surface area and ν the potential sweep
rate. Going from more negative to more positive potential, the anion adsorbs between
–0.1 and +0.1 V in a disordered phase (see Fig. 3.57; k0 = 103 s−1, kdiff = 105 s−1,
ν = 50 mV/s).

The simulation results show a broad adsorption peak in the voltammogram.A disorder–
order transition occurs at 0.11 eV, which is distinguished by the sharp peak in the voltam-
mogram. At this voltage, the anion coverage rapidly increases to saturation coverage. The
onset of the disorder–order transition is shown in Fig. 3.58c and the ordered state in Fig.
3.58d.

Figure 3.58. Snapshots of the surface during anion adsorption for the model with first neighbor shell
exclusion. Before the disorder–order transition (a) and (b) there is no ordering; during the disorder–

order transition (
√

3 x
√

7) islands grow [(c); the three different domain orientations are indicated by the
small arrows]; after the disorder–order transition large islands dominate (d). The (

√
3 x

√
7) unit cell is

indicated in (d).
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Whereas the accuracy of computed adsorption and activation energies is usually not
better than 10 kJ/mol, remarkably, simulated kinetics often compares much better with
experiment than one might expect based on the accuracy of quantum chemically obtained
data. When this inaccuracy is based on systematic errors, the explanation is provided by
a compensation effect[77]. It intimately relates to the Brønsted–Eyring–Polanyi relation
and also to the Sabatier principle. For example, according to the BEP relation a decrease
in the activation energy of an elementary reaction step is proportional to an increase of
adsorption energies. Hence it will increase the equilibrium concentration of surface adsor-
bates. Typically, the overall rate of an important surface reaction such as a dissociation
reaction is given by Eq. 2.21 (page 42), which indicates a strong sensitivety to surface
concentration. Beyond the Sabatier maximum the overall rate decreases with surface con-
centration. The decrease in rate due to the loss in surface vacancies is compensated by
the higher rate of the elementary dissociation step owing to its lower activation energy.
Near the Sabatier maximum the overall rate is maximum as a function of adsorption ener-
gies. Therefore, at this optimum value of the adsorbate interaction energy, by definition,
the computed rate is least sensitive to variation of computed adsorption energies. Hence
predictions of catalytic turnover near the Sabatier maximum will have the smallest error.

3.11 Addendum; Hybridization

We will first introduce the hybridization concept by discussing the electronic structure of
the linear BeH2 molecule.

BeH2

The valence atomic orbitals are: for H2 two ϕ1s and for Be: ϕ2s, ϕ2px , ϕ2py and ϕ2pz .
If we choose the z-axis to be oriented along the BeH2 axis, only the σ-type orbitals

interact: 2ϕ1s(H), ϕ2s(Be), ϕ2pz (Be). The ϕ2s(Be) atomic orbital interacts only with the
symmetric combination of the two hydrogen atomic ϕ1s orbitals and the ϕ2pz (Be) orbital
interacts only with the antisymmetric combination of the two hydrogen ϕ1s(H) orbitals.

The resulting molecular orbital diagram is given in Fig. 3.59.
The orbital splitting due to the respective symmetric and antisymmetric orbital in-

teractions result in two σ and σ2 subsystems. The 2px and 2py orbitals on Be remain
non-interacting and are the two ε5(π) and ε6(π) BeH2 orbitals. Within the Hückel ap-
proximation the differences in energy of the respective bonding and antibonding σ orbital
sets are given by

2∆1 =

√[
∈1s (H)− ∈2s (Be)

]2

+ 8β2s,1s
2 (3.44a)

2∆2 =

√[
∈1s (H)− ∈2pz (Be)

]2

+ 8β2pz,1s
2 (3.44b)

where ∈i are the energies of the atomic orbitals and β the corresponding overlap energies.
The bonding and antibonding orbitals are degenerate when

∈2s (Be) =∈2pz (Be) (3.45a)
β2s,1s = β2pz ,1s (3.45b)

This defines the condition for ideal hybridization, with δ = 0.
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Figure 3.59. The molecular orbital energies for the BeH2 molecule. 2δ is the difference in energy of the
bonding and antibonding σ-orbital pairs; δ is the difference in energy of the two ε2pz , and ε2s, based

bonding and antibonding orbitals, respectively.

One constructs hybridized atomic orbitals on Be by the combination of atomic orbitals
along the symmetry axis of a molecule. In our example for Be:

ϕ+ =
1√
2
(2s + 2pz) (3.46a)

ϕ− =
1√
2
(2s − 2pz) (3.46b)

They are illustrated in Fig. 3.60., where ϕ+ is an orbital oriented to the right and ϕ− is
an orbital directed to the left. The energies of those orbitals are:

Figure 3.60. As can be seen, ϕ+ is oriented to the right and ϕ− to the left. The hybridized orbitals

ϕ+ and ϕ− are orthogonal.
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∈+ =∈−=
1
2
(∈2s + ∈2pz ) (3.48)

the overlap energy of orbitals ϕ+(Be) and ϕ−(Be) is

β+− = 〈ϕ+|H|ϕ−〉 =
1
2
(∈2s − ∈2pz ) (3.49)

When the ideal hybridization condition is satisfied, β+− = 0. The hybridized Beϕ+ orbital
has the following overlap energies with hydrogen atoms a and b, located respectively right
and left from Be in BeH2:

β1s(a),ϕ+ =< ϕ1s(a)|H|ϕ+ >=
1√
2
(β1s,2s + β2s,2pz ) (3.50)

β1s(b),ϕ− =< ϕ1s(a)|H|ϕ− >=
1√
2
(β1s,2s − β2s,2pz) (3.51)

In the ideal hybridization limit:

β1s(a),ϕ+ =
√

2 β1s,2s (3.52)
β1s(a),ϕ− = 0 (3.53)

A similar relation then holds between hybridized orbital ϕ− and the hydrogen atomic
orbital on the atom at the left hand position of Be.

Figure 3.61. Ideal hybridization molecular orbital interaction scheme in BeH2.

The ϕ+ orbital interacts with the hydrogen atom to the right of the Be atom, the ϕ−

orbital interacts with the hydrogen atom at the left of the Be atom. The difference between
the resulting degenerate bonding and antibonding orbitals (see Fig. 3.61) becomes in the
ideal hybridization limit

∆ = ∆1 = ∆2 (3.54)

As long as δ
∆ � 1 (see Fig. 3.59), the hybridization model can be considered a satisfactory

description of the chemical bond.
The condition for the approximate validity of this description is that the overlap ener-

gies of the 2s and 2p atomic orbitals with their neighboring atoms are approximately the
same and these overlap energies are large compared with the Be atomic orbital energy
difference of ∈2s and ∈2pz .
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CHAPTER 4
Shape-Selective Microporous Catalysts, the Zeolites

4.1 Zeolite Catalysis, an Introduction

4.1.1 Zeolite Structural Features

Zeolites are crystalline aluminosilicates which assemble into well-defined three-dimensio-
nal structures comprised of microporous channels that interconnnect cavities which ap-
proach molecular scale dimensions ranging from 2 to 12 Å. Mesoporous silica materials
with pore sizes over 40 nm have also been made. They are relatively easy to synthesize
and offer outstanding control over the pore size as well as its three-dimensional pore archi-
tecture, which makes them ideal for gas separations and shape-selective catalysis. Zeolites
are perhaps the most widely recognized catalytic material. They are found in nature in
over 50 distinct mineral forms. In addition, over 140 man-made zeolites have also been
synthesized, with a total of 165 different framework structures[1] .

In addition to their microporous environment, zeolites offer a range of other important
chemical properties. They are highly acidic materials. One can tune both the number of
acid sites and the strength of these sites and thus control their overall acidity. They have
high thermal stabilities. Metal ions can be readily exchanged, impregnated or added into
the synthesis to open up many other types of reactions.

The primary building units of the zeolite are tetrahedral (MO4) structures typically
comprised of a silicon or aluminum atom that sits at the center of the tetrahedron and
four oxygen atoms which sit at the vertices of the tetrahedron. These oxygen atoms
interconnect tetrahedra forming an interconnected network of three-dimensional channels.
Each tetrahedron is bound to the others through the oxygen atoms at their vertices. The
tetrahedra can subsequently assemble and form different secondary building units (16
SBUs are currently known) or chain-like structures which can go on to form 6, 8, 10
and 12 rings. These rings can be considered to assemble into two-dimensional structures
that go on to form three-dimensional cavities or cages bounded by well-defined 6-, 8-
, 10- and 12-ring apertures. The cages are connected via different SBUs to comprise
the tertiary zeolite framework. The porous network can form either straight or zig-zag
pore structures depending on how the tertiary structure assembles. Two well-known,
catalytically important zeolite structures mordenite and chabazite are shown in Fig. 4.1.

Zeolites have wide industrial uses covering a range of different commercial processes
including: catalytic cracking of gas oil to gasoline, hydrocracking gas oil to kerosene, de-
waxing middle distillates to lubricants, benzene alkylation to styrene, toluene dispropor-
tionation to xylenes, xylene isomerization, methanol-to-gasoline conversion, methanol-to-
alkenes, halogenations and nitrations of arenes, isomerization of different hydrocarbons,
hydration and dehydrations of alcohols and acids, hydrogenation and dehydrogenations
of hydrocarbons, hydroformylation, and oxidation, to name just a few.

In this chapter, we focus solely on the catalysis of zeolitic systems. Zeolite synthesis
is discussed in Chapter 8 and mesoporous systems are discussed in sections dealing with
biomineralization in Chapter 9.

The purely silica framework (SiO2) alone is charge neutral. The substitution of Si4+,
however, with Fe3+, B3+ or Al3+ will impart a negative charge on the framework oxygen
atoms. Protons attached to the framework or positively charged cations located in the
cavities or zeolite channels subsequently act to maintain overall charge neutrality.

This framework charge is compensated by positively charged cations positioned in
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Figure 4.1a. (Lefthand side) Ball-and-stick representation of mordenite. (Righthand side) Space filling

model of chabazite. Note the difference in size of oxygen and silicon atoms. Ethane is adsorbed in two of
the cavities.

the zeolite channels and cavities. Ammonium ions can be used to compensate for the
negative charge on the framework lattice. Ammonium ions, however, thermally decompose
at higher temperatures, leaving behind a proton which binds to the framework oxygen.
This subsequently leads to high Brønsted acidity at the framework oxygen sites. The
concentration, type and size of the cations contained in the micropores ultimately control
the zeolite’s catalytic activity. For example, Zn2+ or Fe2+ can act as Lewis acid or redox
centers when used as charge-compensating cations of negatively charged zeolite lattices.
Another class of zeolites contain reducible cations such as Co2+ (as in AlPO4), or Fe3+

and Ti4+ in the center of the lattice tetrahedra. As such, these materials are useful for
oxidation catalysis.

The AlPO4 polymorphs are quite similar to the zeolites. The framework for the stan-
dard AlPO4 is charge neutral. The substitution of Al3+ with Zn2+, Co2+ or Ni2+, on the
other hand, can lead to a negatively charged framework. Much of what we have described
for the zeolites holds for the AlPO4 polymorph systems also.

In this section, we discuss the general aspects of chemical bonding in zeolites and the
zeolite O–H bond. Brønsted and Lewis acid catalysis by zeolites is presented in Section
4.2. Section 4.3 covers redox catalysis by zeolites. The final three sections describe the
catalytic cycle and the role of adsorption and diffusion on catalytic performance. An im-
portant question that arises in each of these sections is the relation between the micropore
structure of the zeolite and its activity and selectivity.

A fundamental understanding of the nature of chemical bonds within the zeolite and
between the zeolite and adsorbate molecules is necessary in order to provide a more
comprehensive picture of the molecular aspects that control zeolite catalysis. We describe
both the structure and the electronic features that control bonding. We start by first
describing the purely siliceous systems and then compare these with the results from
cation-exchanged systems, exploring proton-induced acidity and the addition of metal
cations for Lewis acidity and redox chemistry. The chemical bonding in the siliceous
zeolitic polymorphs of silica is largely covalent. The electrostatic contribution to the
chemical bond energy is only about 10%[2].
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Figure 4.2. The structure of zeolites;(a) Brønsted acidic site. (b) HZSM-5 zeolite with Si/Al= 45; (1)
1H MAS NMR spectrum of OH groups; (2) DRIFT spectrum, adapted from Kazansky et al.[5a].

The dielectric constant of these materials is not sensitive to the micropore size. The
siliceous part of the zeolite framework is hydrophobic and creates an apolar environment
for adsorbed reactants. The chemical reactivity within the zeolite more closely resembles
the reactivity in a vacuum than in a solution. Interestingly, the hydrophobic part of
enzymes, as discussed in Chapter 7, has a dielectric constant comparable to that of the
zeolite framework suggesting that zeolites, in principle, may be able to carry out similar
reaction processes to those in the enzyme.

As one would expect, the local structure and bonding within zeolite are similar to those
of silica. The potential energy surface of Si–O–Si angle bond deformation is rather flat.
For instance, a 10◦ change in angle changes the energy only by a few kJ/mol. The energy
needed to deform the tetrahedral configuration around Si is substantially greater since the
rehybridization energy of the covalent SiO tetrahedral bond is quite large. In addition, a
significant amount of energy is required to stretch the Si–O bond.

Structural changes of zeolites can fairly easily be accommodated by small changes
in the Si–O–Si bond angles. This is the reason for the minor differences in the heats
of formation of different siliceous polymorphs of the zeolites. The difference in energy
between high-density and low-density zeolites usually does not exceed 15 kJ/mol per site.
This is another indicator that the long-range electrostatic interactions result in only minor
contributions to the chemical bonding in these systems.

In contrast to the purely siliceous framework bonds, the interaction between the neg-
atively charged framework and the charge-compensating cations, such as Na+ and Zn2+,
is primarily electrostatic and therefore quite strong[3]. Protons are covalently bound to
the oxygen atoms that bridge the lattice Si and Al atoms (Fig. 4.2a). The charge on the
proton is essentially zero. The proton–oxygen bond is therefore quite strong and predom-
inantly covalent. Bonding between the proton and the oxygen changes the hybridization
of the oxygen atom to which it is bond.

In classical chemical bonding theory, the hybridization on oxygen would change from
approximately sp, when the Si–O–Al angle is nearly linear, to approximately sp2, when
oxygen is three coordinated. This is in line with the decrease in the average Si–O–Si angle
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of 144◦ in quartz to a smaller Si–O–Al angle of about 120◦ in the protonated system. This
leads to the formation of a strong O–H bond. The energy for the heterolytic cleavage of
the O–H bond is about 1250 kJ/mol typically.

The bond between the zeolite and the proton can be considered an internal silanol
(SiOH) group which interacts with a framework Al3+ cation through the oxygen atom.
The SiO–H bond weakens when the silanol oxygen atom connects with the Al atom. The
change in hybridization of the silanol oxygen from approximately sp to sp2 implies a
decrease in the s-character of the chemical bond. The corresponding weakening of the OH
bonds arises from the fact that the 2s states are lower in energy than the 2p states. The
OH bond of the [Si–OH–Al] unit is therefore weakened compared with that of the silanol.
The increased polarizability of the zeolitic proton compared with that for silanol is nicely
illustrated by the greater infrared adsorption intensities of the zeolitic proton compared
with that for a free surface silanol group.

For instance, the results from NMR studies on HZSM-5, as seen in Fig. 4.2b(1), show a
dominance of surface silanol groups compared with acidic protons. The results shown in
Fig. 4.2b(2), however, show a much larger infrared adsorption intensity, which should be
assigned to the acidic protons the low-frequency peak in Fig. 4.2b(2). Normalizing these
intensities per proton results in an 8-fold increase in the infrared intensity of the zeolitic
proton compared with that of silanol. Since the infrared intensity is proportional to the
polarizability, one concludes that there is a larger polarizability of the zeolitic proton.
Hence it is easier to induce a positive charge on the zeolitic bonded proton than that on
silanol when it interacts with a Lewis basic molecule. The H–O bond energy, which is
approximately 1250 kJ/mol, is rather strong.

When the oxygen–proton bond is broken within a catalytic reaction, the metal–oxygen
bond gains more s character, the Si–O and Al–O bond energies therefore increase and
the irrespective distances decrease. Consequently, the effective volume of the [Al–O–Si]
unit is smaller than that of the [Si–OH–Al] unit. The resulting stress on the neighboring
atoms is partially reduced by changes in their bond distances and angles. This results in
small differences in local acidity in a zeolite due to differences in the local compressibility
of the structure[4] .

The differences in proton bond cleavage energies in zeolites are also related to the
framework composition. The OH bond energies at Al/Si ratios that are greater than 0.1 are
10–40 kJ/mol higher than those at Al/Si ratios that are smaller than 0.1. The differences
in energy relate to differences in the local lattice-relaxation energies and also electronic
relaxation effects when the proton–oxygen bond is cleaved. At high Al concentrations,
the effective negative charge excess increases and, thus, the proton interaction energy
increases. This increased OH bond energy corresponds to a weaker acid site for catalysis.

The strong electrostatic interaction with micropore cations will induce significant local
structural changes. This local lattice relaxation in which the Si–O–Si and Si–O–Al angles
are altered at small energy cost controls significantly the differences in the relative energies
of cations adsorbed in different exchange locations [5b].

For non-diffusion-limited reactions carried out in low Al/Si ratio systems, the overall
rate for a proton-catalyzed reaction increases linearly with the proton concentration, as
illustrated schematically in Fig. 4.4[6]. The rate, when normalized against the framework
proton concentration, however, is a constant. When the lattice Al/Si exceeds 10%, the
proton–zeolite interaction energy increases. This increase in the proton–zeolite interaction
decreases the intrinsic Brønsted acidity of the zeolite. At this concentration, the tetrahedra
containing Al start to share a silicon tetrahedron. This increases the effective negative
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Figure 4.3. Dependence of the rate of a zeolite-catalyzed reaction on Al/Si ratio (schematic).

charge on the oxygen atoms. As a consequence, the zeolitic protons can no longer be
considered to be independent. The effect of having a negative charge on two or more
tetrahedra containing Al prevents them from being in nearest-neighbor tetrahedra. This
is the so-called Löwenstein rule.

4.2 Activation of Reactant Molecules

4.2.1 Proton-Activated Reactivity

When a molecule adsorbs on the siliceous part of the micropore of a zeolite, the main
interaction it experiences is a dispersive van der Waals-type interaction. This is due to the
dominant interaction with the large polarizable oxygen atoms that make up the zeolite
framework. For example, the interaction between a hydrocarbon CH3 or CH2 group and
the siliceous framework typically results in an interaction energy that is on the order of
5–10 kJ/mol. These electrostatic interactions are small.

When an organic molecule approaches the zeolitic proton, in addition to the van der
Waals dispersion forces, there is a weak additional interaction which is on the order of 5
kJ/mol. The large interaction energy of hydrocarbons with the siliceous zeolite channel
[e.g. hexane in silicalite (ZSM-5), 60 kJ/mol] is due to the fact that there are multiple
contacts between the hydrocarbon and the zeolite channel which are additive in nature.
This helps to illustrates the fact that the siliceous zeolite channel is quite hydrophobic[7].

The interaction of a zeolitic proton with a polar adsorbate is much stronger than with
an apolar hydrocarbon. The heat of adsorption of CH3OH, for example, to the zeolitic
proton is on the order of 80 kJ/mol. This is largely due to the strong interaction between
the OH group on methanol and the zeolite proton. Its bonding features are well understood
and sketched in Fig. 4.4[8].

Figure 4.4. Coordination of CH3OH to zeolitic proton. Solid lines indicate covalent bonds whereas

dotted lines represent hydrogen bonds.



166 Chapter 4

The proton–oxygen bond is covalent, but also highly polarizable. The zeolite proton does
not transfer completely to the adsorbing molecule upon adsorption. The interaction is
largely comprised of the two hydrogen bonds that form between methanol and the zeolite.
The first is the bond between the now weakened zeolite proton and the basic oxygen
atom of methanol, the second is between the acidic methanol proton and a second basic
oxygen atom of the Al tetrahedron. The large interaction between the polar groups on
the molecule and proton site in the zeolite is indicative of the hydrophilic nature of the
protonic sites.

In order to activate reactant C–O or C–C bonds, the zeolitic Brønsted OH bond must
dissociate. To dissociate this bond into an H+ and a negatively charged zeolite costs ∼
1250 kJ/mol. This energy cost is lowered by the energy gain of binding the proton to the
reactant hydrocarbon. The low dielectric constant of the hydrophobic zeolite framework
(εsilicalite = 2, compared with εH2O = 80) disfavors charge separation. The fragments of
opposite charge therefore tend to attract one another. Positively charged intermediates
are, therefore, rarely the lowest energy ground state. Protonated molecular fragments will
more readily adsorb to form as an alkoxy intermediate. This is illustrated in Fig. 4.5.

Figure 4.5. Comparison of the DFT-calculated structures of the reactant, transition and product states

of the protonation reaction of propylene by a zeolitic proton. (a) Results of calculations using zeolite
clusters. (b)Results from periodic DFT calculations on the structure and the resulting energy for the

protonation of propylene by the protonated form of chabazite. Al values are in kJ/mol.

Figure 4.5 shows the energies of the initial weak hydrogen-bonded adsorbed state of
propylene, the proton-activated transition state and the final alkoxy product state of
the protonated propylene. The structures and energies are established from DFT cluster
calculations using the model structure shown in Fig. 4.5a and periodic DFT calculations
using the unit cell of chabazite and the zeolitic protons (Fig. 4.5b). The cluster used in Fig.
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4.5a was created by “cutting” it out from the periodic crystalline framework and capping
the terminating oxygen atoms with hydrogen atoms so as to neutralize the cluster. One
notes the relatively small difference in energies of the adsorbed propylene before proton
transfer (initial state) and the protonated propylene bound to the zeolite as an alkoxy
species (product state). The transition state for this reaction requires a significant stretch
(activation) of the OH bond to give the near formation of a protonated propyl cation
and this is high in energy. This high barrier is due to the large energy cost required to
cleave the zeolite OH bond heterolytically . This is only partially compensated by the
formation of a new C–H bond and the electrostatic stabilization between the protonated
propylene and negatively charged zeolite. The comparison of the results from cluster and
periodic DFT calculations shows only small differences for the neutral-bonded state and
the alkoxy state. The difference in energy between the relative energies for the protonated
carbenium-like transition states, however, is significantly greater. A considerable degree
of charge separation occurs in the transition state, which is partially screened by the
polarization of the large oxygen atoms of the zeolite cavity. This screening of the dipole
between the positively charged transition state and negatively charged zeolite framework
reduces the activation barrier for protonation from 105 kJ/mol in the cluster model to 55
kJ/mol[8] in the periodic approach.

Figure 4.6. Transition states and their energies with respect to the reactant state of adsorbed toluene.

(a) Toluene activated by cluster; (b) toluene activated by a proton in the mordenite structure.

This concept of electrostatic screening of the charge separation in the transition state
is illustrated in detail in Fig. 4.6 for the proton-activated methyl carbon bond cleavage
of toluene. The calculated transition-state structure and the energies for the protonated
cleavage of the C–C bond of toluene in the pore of the mordenite channel that result
from periodic DFT calculations, are shown in Fig. 4.6b for comparison with the cluster
results shown in Fig. 4.6a. The similarity in predicted transition-state structures for both
the cluster and periodic results is noteworthy. In the transition state, a proton attaches
to the aromatic ring. The CH3

+ group that forms subsequently tilts out of the plane of
the molecule and binds at an angle which is close to 90◦. The transition state structures
are quite similar to the free protonated toluene cation and do not experience a steric
constraint due to the occlusion in the zeolite channel. The energetic difference is due
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Figure 4.6c. Polarization of the electronic density in the shift isomerization transition state of toluene

catalyzed by an acidic mordenite.

to the electrostatic interaction of the protonated toluene transition state with the neg-
atively charged zeolite framework which is more realistically represented in the periodic
simulations.

The charges that form on the transition-state complex are screened by the oxygen
atoms. The changes in charges that occur on the oxygen atoms in the zeolite channel
are shown in Fig. 4.6c. This screening of charged intermediates results in a significant
reduction in the energy of charge separation. This is a consequence of the match between
the size and shape of the positively charged reaction intermediates and the size and shape
of the cavity. The protonated intermediates in the transition states shown in Figs. 4.5 and
4.6 can be considered to be the analogues of a classical carbonium ion formed in superacid
solutions[11] (see also Chapter 5, page 237). Carbonium-ion and carbenium chemistry is
well understood in solution media. Carbonium ions contain protonated saturated C–C or
C–H bonds, whereas carbenium ions result from the protonation of alkenes. The carbo-
nium ion is classically defined as containing carbon atoms with a coordination number of
five. The carbenium ion, on the other hand, contains carbon atoms with classical valen-
cies with a coordination number of three. The carbenium ion typically takes on a planar
configuration.

In zeolite catalysis, carbenium- or carbonium-ion intermediates are energetically lo-
cated at the top of the reaction energy barriers. In contrast, in superacid solutions,
these protonated intermediates are ground-state reactants. The zeolite carbonium- and
carbenium-ion transition state concepts are illustrated for C–C activation and olefin iso-
merization reactions below.

The transition states for the proton-activated cleavage of propane and butane are shown
in Fig. 4.7. These transition-state intermediates can be considered as protonated propane
and butane and hence are the analogues of classical carbonium ions. The structures shown
in Fig. 4.7 have been computed in the chabazite cavity [12]. The calculated activation
energies for proton activation are quite high, between 170 and 200 kJ/mol. The n-butane
molecule does not fit well in the small pore of the chabazite framework. Therefore, it must
adopt a gauche conformation.
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Figure 4.7. Transition-state structures of propane and n-butane cracking in the chabazite framework.
Only the lattice atoms in contact with the substrate molecules are clearly visible, adapted from Angyan

et al.[12].

Reaction routes for alkane transformation through carbonium ions can lead to C–H or
C–C bond cleavage reactions as illustrated for isobutane in Fig. 4.8.

Figure 4.8. Carbonium ion intermediated reactions of isobutane (schematic). (a) Dehydrogenation; (b)
hydrogenolysis.

For reactions that can proceed through different reaction channels, each channel implies
the formation of a different transition state with different shape, energy and entropy. In
the CH cleavage reaction (Fig. 4.8a), the protonated carbonium ion transition state (with
five-fold coordination on the protonated carbon) has the approximate geometry

The transition–state geometry for the carbon–carbon cleavage reaction is similar to that
shown in Fig. 4.7:
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The charged carbocations produced after the C–H and C–C bond cleavage can be
considered protonated alkenes or carbenium ions, in which the hybridization around the
positively charged carbon is sp2. The carbenium ions subsequently adsorb to form alkoxy
intermediates on the zeolite lattice, as illustrated in Fig. 4.5.

Reaction steps that proceed through the formation of primary carbenium ions, i.e.
with the positive charge developing on the terminal carbon atom of the hydrocarbon
chain, are energetically unfavorable and considered to be forbidden in classical liquid-
phase carbenium ion chemistry. In zeolites, however, the formation of a primary terminal
carbenium ion can be stabilized by its interaction with the negatively charged zeolite
framework. For instance, the isomerization of n-butene to isobutene is catalyzed by the
zeolite ferrierite and occurs initially as a monomolecular reaction. This isomerization
reaction has to proceed through the formation of a primary carbenium ion intermediate.
Butene adsorbs and subsequently isomerizes in the zeolite, thus leading to the formation
of the cyclopropyl cationic intermediate (I) sketched in Fig. 4.9. The ring opening of the
cyclopropyl intermediate that follows leads to the formation of the primary carbenium
ion (II). Intermediate (I), is formed in the transition state. Intermediate (II), on the other
hand, is stabilized as an alkoxy intermediate.

Figure 4.9. Isomerization of n-butene to isobutene via the formation of a primary carbenium ion inter-
mediate (schematic).

The analogous states involved in pentene isomerization in mordenite [15] are illustrated
in Fig. 4.10a and b. Pentene isomerization occurs via the secondary rather than the
primary carbenium ion.

Figure 4.10a. Protonated pentene adsorbed as a secondary alkoxy species to mordenite zeolite

framework[15].
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Figure 4.10b. The calculated structure of the adsorbed dimethylcyclopropyl intermediate[15].

Figure 4.10c. The calculated energy diagram for the isomerization of pentene to adsorbed isobutene[15].

The corresponding computed reaction energy diagram which is shown in Fig. 4.10c[15]

proceeds through the formation of the three adsorbed intermediates shown in Fig. 4.10a
and b. The first transition state (TSI) is a secondary n-carbenium ion-like state that
forms as the result of protonation of pentane (Fig. 4.10a) and leads to the formation
of the adsorbed n-pentyl intermediate. The second transition state (TSII) corresponds
to the state that leads to cyclopentyl formation (structure 4.10b). The third transition
state (TSIII) leads to the formation of isobutyl through C–C cleavage of the cyclopentyl
ring. Let us return now to the question of whether the stabilization by a zeolite makes
protonation reactions via primary carbenium ions possible. We analyze this here for the
two protonation options of isobutene shown in Fig. 4.11.

The computed reaction energy diagrams for the two different reaction paths in two
different zeolites which have cylindrical micropores are calculated here. The mordenite
zeolite has a one-dimensional 12-ring channel and ferrierite (TON; TON is the nomencla-
ture according to the International Zeolite Association) a one-dimensional 10-ring channel.
Hence there are differences in the curvature of the channels between the two zeolites. The
reaction energy changes are shown for the reaction paths proceeding through a primary
carbenium or tertiary carbenium ion in Fig. 4.12[16a].
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Figure 4.11. Protonation options for isobutane (schematic).

Figure 4.12. Protonation reaction energies of isobutene. A comparison of the formation of primary and

tertiary carbenium ions. (DFT–VASP calculations). (a) Mordenite. (b) Ferrierite (DFT–VASP calcula-
tions) (TON)[16b .

First it is important to note the small difference in energy of the protonated ground-
state primary (n-butoxy) and tertiary (isobutoxy) alkoxy species in mordenite. The transi-
tion-state energies of the two corresponding intermediate carbenium ions, however, de-
monstrate a much larger energy difference.
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The activation energy for protonation through a primary carbenium ion is 60–80 kJ/mol
higher than that through the tertiary carbenium ion. The height of this barrier is of the
same order of magnitude as that for the isomerization of pentene, a reaction that readily
occurs in a zeolite at 550 K. Hence it can be concluded that isomerization and other
hydrocarbon conversion reactions via primary carbenium ions are possible at reasonable
temperatures because of the stabilization of the carbenium ion transition state by the zeo-
lite framework. The protonation via the tertiary carbenium ion, however, is substantially
more favorable, which is in agreement with physical organic theory.

In the narrow pore ferrierite (TON), the energies of the two alkoxyspecies are quite dif-
ferent. For the reaction that proceeds via the tertiary carbenium ion, the free protonated
isobutyl cation is even more stable than covalently bonded isobutoxy intermediate. The
curvature of the ferrierite channel prevents the close approach of methyl groups on the
isobutyl intermediate to oxygen atoms in the zeolite wall, hence the tertiary carbenium
ion is a stable but freely moving intermediate.

These examples help to illustrate the importance of the shape and dimensions of the
micropore and their influence on the electrostatic screening of the charges generated in
the transition state. The previous discussion illustrates that the formation of the carbon–
oxygen bond between protonated species and zeolitic oxygen atom is counteracted by
repulsive interactions arising from the bulkiness of the protonated intermediate and the
zeolite micropores. When the curvature of the cavity becomes significantly large, the
bulkiness of the protonated intermediate prevents the formation of the corresponding
alkoxy species, hence the free carbenium ion becomes a stable intermediate. If the reaction
intermediates become larger than the micropore cavity, they will not be formed. The same
holds for reactant molecules that are too large to enter a micropore. The suppression of
the formation of intermediates larger than the micropore cavity can lead to a reduction
in coke formation. For this reason, solid acid reactions carried out in zeolitic micropores
are less susceptible to coke formation.

In the first part of this section we have shown for zeolite solid acids that carbenium
or carbonium ion intermediates are typically present as transition states or unstable in-
termediates. The activation energies depend on the deprotonation energy of the zeolite,
the stabilization of the charged cationic intermediates by screening effects and by their
interaction with the negative charge left on the zeolite lattice.

Three additional mechanistic aspects that are also essential to zeolite catalysis include:

– pre-transition state orientation
– associative versus alkoxy intermediate reactions
– scaffolding effects of coadsorbed polar molecules

We will illustrate the effects of pre-transition state orientation for the dissociation of
methanol. This reaction is essential for the formation of dimethyl ether, which is described
below. This is followed by a discussion of the alkylation mechanisms.

Let us consider dimethyl ether formation from methanol, which proceeds through a
consecutive reaction mechanism[17]. Figure 4.13a illustrates the reaction intermediates for
the first reaction step in which the C–O bond in methanol is cleaved. The calculated
reaction energy diagram for this reaction is shown in Fig. 4.13b. The reaction products
that form are water and adsorbed methoxy.

C–O bond cleavage by protonation only occurs when methanol is rotated from its most
stable adsorption mode (end-on), which has two hydrogen bonds, to the methanol side-on
adsorbed mode which has only one hydrogen bridge between the zeolite proton and the
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Figure 4.13. (a) Reaction intermediates for the proton activated dissociation of CH3OH, and in addi-
tion, (b) the corresponding reaction energy diagram. The structures and energies reported are from DFT

calculations on small zeolitic cluster models[17].

adsorbed molecule and along with weak interaction between the framework oxygen atoms
and the methyl group. The unsaturated fragment that is generated upon dissociation is
stabilized by bonding to a surface oxygen atom. The side-on mode is now the only mode
that enables the CH3

+ cation to adsorb on the negatively charged oxygen atom attached
to an aluminum atom in the lattice. This oxygen atom is different from the one to which
the proton was initially bonded. The reaction energies shown in Fig. 4.13b suggest that
under reaction conditions only a very small minority of the adsorbed molecules will be
adsorbed in this so-called pre-transition state mode. The reaction energy diagram shown
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Figure 4.14a. Reaction energy scheme for the consecutive direct reaction path towards dimethyl ether

formation[16].

Figure 4.14b. Associative reaction path towards formation of dimethyl ether from methanol[16].

in Fig. 4.13b, however, has been computed for a cluster simulating the zeolitic proton.
The transition-state value should be lowered by approximately 50 kJ/mol to correct for
the absence of screening effects by the zeolite lattice.

The methoxy species formed by the dissociation of methanol can react with a second
methanol molecule to give dimethyl ether and a proton. This is termed the “alkoxy”
intermediate for the consecutive direct reaction mechanism. Alternative reaction paths
exist which can be described as “associative” reaction mechanisms in which the product
of an association reaction is formed without the formation of an alkoxy intermediate
species[16] . For two coadsorbed methanol molecules, the most stable adsorption mode does
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not correspond to the pre-transition state adsorption mode from which the reaction occurs.
In the preferred associative reaction path, the CH3

+ cation generated in the transition
state is directly transferred to the oxygen atom of methanol without the formation of the
methoxy intermediate. The reaction energies for the two reaction mechanisms involved in
dimethyl ether formation are compared in Fig. 4.14. Note that with respect to the energies
of the molecules in the gas phase, the activation barriers for the elementary reaction steps
that correspond to the association reaction path are substantially lower than the barriers
for the consecutive reaction path.

We conclude this section by presenting the scaffolding effect, whereby adsorbed polar
molecules such as H2O or H2S can significantly lower the activation energies for different
hydrocarbon conversion reactions. In order to illustrate this effect, we will focus on the
trans–alkylation reaction[17]. In this reaction, a methyl group from one aromatic mole–
cule is transferred to another aromatic molecule. In the “alkoxy”-mediated reaction path
the methoxy species are formed by the C–C bond cleavage of the methyl–phenyl bond.
The transition state for this C–C bond cleavage is shown in Fig. 4.6. Figure 4.15 shows the
transition state for the same reaction but now in the presence of water[18]. The activation
energy for this C–C bond formation reaction from the adsorbed methoxy is lowered by 50
kJ/mol in the presence of water. The presence of water significantly stabilizes the charged
carbenium ion that forms, thus significantly lowering the activation barrier. The presence
of water alters the structure of the carbenium ion by increasing the angle between the
CH3

+ group and the benzene ring. The angle is nearly perpendicular when water is
present (see Fig. 4.15) thus optimizing the interaction with the benzene π-electrons. The
effect of coadsorbing non-reacting polar molecules is, in this case, purely geometric. The
water molecule acts as a scaffold. Similar assistance effects have been found in several other
reactions such as the C–C bond formation reaction from methanol which is discussed later.

Figure 4.15. Transition state for alkylation of toluene by methoxy species in the presence of water[18].

Within lattice negatively charged oxygen atoms around Al are indicated.
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4.2.2 Transition-State Selectivity. Alkylation of Toluene by Methanol Cat-
alyzed by Mordenite

In the previous section, we explained the steric and energetic consequences of the zeo-
lite micropore shape for the activation energy of an elementary zeolite-catalyzed reaction
step. In this section we discuss transition-state selectivity whereby differences in selectiv-
ity are ascribed to a more or less optimum match of the reaction transition state with
the micropore cavity. We will demonstrate that the difference in the selectivity for the
reaction is determined by the probability that a preferred pre-transition state orienta-
tion can form rather than by differences in the activation barrier for the reaction step in
which protonation occurs. This result is analogous to the finding that the preferred reac-
tion channel for enantioselective homogeneous catalysts proceeds through the adsorption
complex with the most favorable free energy (see Section 2.4.4). Similarly, we will discuss
the importance of the pre-transition-state complex in enzyme catalysis in Chapter 7.

To illustrate the influence of pre-transition-state control for a zeolite-catalyzed reac-
tion, we describe the results of a quantum-chemical study of the alkylation of toluene by
methanol[18]. The selectivities to produce ortho-, meta- or para-xylene in the channel of
the Mordenite zeolite are studied. The study illustrates the effect of the spatial constraint
induced by the one-dimensional 12-ring micropore channel dimension on the selectivity
of the zeolite catalyzed-reaction.

The reaction mechanism for the alkylation of toluene is well understood and is illus-
trated in Fig. 4.16 for the production of para-xylene.

Figure 4.16. Mechanism of the alkylation reaction of toluene by methanol catalyzed by an acidic zeolite.

Methanol is first activated in the zeolite to form the CH3
+ intermediate as was de-

scribed in Section 4.2.1. The CH3
+ intermediate subsequently adds to the para position

on the adsorbed toluene to form para-xylene. The CH3
+ intermediate can similarly at-

tack the adsorbed toluene at the ortho and meta positions to give ortho- and meta-xylene,
respectively.

The reaction energy diagram for the alkylation of toluene by methanol in mordenite
is presented in Fig. 4.17. In this reaction energy diagram the energy changes for the
first two steps refer to the heat release that occurs from the adsorption of methanol
and toluene, respectively. The interaction of toluene with the zeolite channel atoms is
primarily controlled by the van der Waals interactions between the toluene atoms and
channel oxygen atoms. DFT calculations tend to describe these interactions poorly. The
van der Waals-type interactions have therefore been empirically estimated and added to
the quantum-chemical interaction energies.

The key to understanding of the energy differences of this zeolite-catalyzed reaction is
an appreciation of the differences in energy cost to reorient adsorbed CH3OH towards the
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para, meta or ortho-carbon atom of toluene that becomes alkylated. In mordenite, the
energy differences of these pre-transition-state structures are controlled by the repulsive
interactions that arise due to discrepancies of intermediate shapes for ortho-, meta- and
para-orientated pre-alkylation complex with the channel shape and size. With respect to
the ground-state energies of the pre-transition-state intermediates, methylation of toluene
occurs with nearly similar energies to the ortho-, meta- and para-positions. Since the
para pre-transition-state structure is most stabilized, this reaction channel gives the lower
overall activation energy for formation of para-xylene compared with the reaction channels
that give ortho- and meta-xylene.

The concept of the pre-transition states relates zeolite catalysis to enzyme catalysis.
As we will see in Chapter 7, a major difference between the zeolite and the enzyme is the
limited stabilization of the intermediate in the zeolites which is due to the high rigidity
of the zeolite framework. In contrast to enzymes, the zeolite lattice is rather inflexible. It
will not adjust to the shape of the desired transition-state structure in previous figures,
hence the barriers for proton activated reactions will remain high as compared with those
of enzyme-activated reactions.

Figure 4.17. Zeolite transition-state selectivity. Toluene alkylation with methanol catalyzed by H-MOR

showing the energies of the key reaction intermediates[18]. Reaction energy diagram for ortho-, meta- and
para-xylene are compared.

4.2.3 Lewis Acid Catalysis

4.2.3.1 Lewis Acidity in Zeolites; Cations Compared with Oxy-Cations

The reactivity of a zeolite activated by ion exchange with a soft Lewis acid cation will
be examined in detail by following C–H bond activation over a Zn2+ ion. We compare
the results with those for the reactivity of the ZnOZn2+ oxycation, often also formed
in experimental systems during the ion exchange-reaction of Zn2+ into zeolites. As an
introduction to Chapter 7 on biocatalysis, we will also discuss the hydrolysis of acetonitrile
by a Zn2+ ion exchanged into the micropore of a zeolite. A comparison will be made with
the reactivity of Ga+ and polarization effects due to a hard Lewis acid such as Mg2+.

Let us first analyze the interaction of probe molecules such as CO with the Zn2+ and
related cations in some detail. The adsorption of CO can be used to help understand
the differences in the electrostatic polarizing properties of cations in zeolites. For non-
reducible cations, there is an upwards shift of the CO frequency which is proportional to
q
r , where q and r are the charge and the radius of the cation, respectively. Rehybridization
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of predominantly the σ-type orbitals in CO leads to a depopulation of the antibonding
C–O orbital. This results in a strengthening of the CO bond and, hence, an upward shift
of the CO vibrational frequency.

Figure 4.18. Hybridization model of CO σ-type valence orbitals. The relation with the molecular or-
bitals as computed for CO (see Fig. 3.4) is indicated. 1) Hybridized s,pz atomic orbitals on C, 2) Hy-

bridized s,pz atomic orbitals on O.

As illustrated in Fig. 4.18, the antibonding nature of the CO 5σ orbital can be readily
deduced from a CO chemical bonding picture based on hybridization of the C and O, 2s
and 2pz atomic orbitals. In Chapter 3 we presented calculated CO molecular orbitals and
energies (page 93) and in the Addendum to that chapter we gave a short introduction to
hybridization

The linear combination of the 2s and 2pz atomic orbitals on each of the atoms leads
to the formation of four molecular orbitals. A bonding and antibonding pair of molec-
ular orbitals with a large difference in energy is generated from the hybridized atomic
orbitals oriented toward each other, called 3σ and 6σ orbitals. The hybridized atomic
orbitals involved strongly overlap and, hence, occupation of the bonding orbital strongly
contributes to the strength of the C–O bond. The energy difference between the other
pair of bonding and antibonding orbitals is much smaller since they are formed from the
hybridized atomic orbitals that are not directed towards one another.

The results in Fig. 4.18 also show the higher occupied 5σ orbital as the lone-pair orbital
localized on C, which is antibonding with respect to the C–O bond. The corresponding
bonding combination is the 4σ orbital, that is, the lone pair orbital localized mainly on
the oxygen atom.

Table 4.1. CO orbital energies and their relative shifts (eV)

CO Z–Sr–CO Z–Mg–CO Z–Zn–CO
4σ –14.1 –15.9 –16.2 –16.4
1π –11.6 –13.4 –13.8 –13.8
5σ –9.0 –11.5 –12.5 –12.1
∆σ 5.1 4.4 3.7 4.3
∆π 9.6 9.4 9.4 9.4
∆σπ 2.6 1.9 1.3 1.7
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Table 4.1 and Fig. 4.19 compare DFT-computed orbitals of CO when adsorbed on
Mg2+, Sr2+ and Zn2+ cations adsorbed to a four-ring structure of Si- and Al-containing
tetrahedra.
∆σ = E5σ − E4σ, ∆π = E2π∗ − E1π, ∆σπ = E5σ − E1π

Figure 4.19. The interaction of CO with Mg2+, Sr2+ and Zn2+ coordinated to a four-ring cluster

Si2Al2O4(OH)4
2−: Local densities of states of CO orbitals are shown as a function of orbital energy:

(a) Mg2+: Eads=–39 kJ/mol; rCO=1.135 Å; rC−Mg=2.357 Å

(b) Sr2+: Eads=–4 kJ/mol; rCO=1.136 Å; rC−Sr=3.158 Å
(c) Zn2+: Eads=–42 kJ/mol; rCO=1.136 Å; rC−Zn=2.138 Å

(d) CO molecular orbitals; rCO=1.144 kcal/mol. The local densities of states projected on C and O are
shown. The exact LDOS are delta functions. They have been artificially broadened for ease of visualiza-

tion.

Table 4.1 compares the relative energy positions of the CO molecular orbitals and their
respective energy differences.

The interaction between the cation and CO is seen to lower all of the CO orbital
energies. The reduction of the difference in energy between CO 4σ and 5σ molecular
orbitals is due to the stronger lone-pair CO 5σ interaction with the cation. This results
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in a small rehybridization of the CO σ orbital. The increased CO bond strength relates
to a reduction of the antibonding character of the 5σ orbital. The increased interaction
with Zn2+ is clearly seen to be due to the additional interaction with the Zn dz2 orbitals.

One should also note the decreased difference in energy between CO 1π and 5σ molecu-
lar orbitals for CO adsorbed to Sr2+ and Mg2+. The difference in energy for CO adsorbed
on Mg2+ is lower than that for Sr2+. The 5σ orbital directed towards the cation experi-
ences a larger electrostatic attraction than the 1π orbital perpendicular to the CO–cation
interaction axis. The decrease in 5σ–1π interaction is nearly proportional to the difference
in cation–carbon distance.

The bond energies decrease rapidly with bond distance. One expects for polarizable
systems a dependence with radius of r−4. Inspection of the orbital pictures in Fig. 4.19
immediately indicates the difference in the interaction between hard Lewis acid cations
such as Mg2+ and Sr2+ and soft cations such as Zn2+.

The presence of cations in zeolites can significantly affects the reactivity of coadsorbed
small metal particles[19]. The influence of cations on transition-metal clusters is mainly
electrostatic. The electrostatic field generated by the cation polarizes the metal particle.
This polarization dramatically affects the reactivity of the small metal cluster. Calcula-
tions analyzing the interaction of an H2 molecule with a Ir4 cluster in the presence and
absence of an Mg2+ cation illustrates the importance of induced polarization effects.[20].

Figure 4.20. Adsorption geometries[20] for hydrogen on Mg2+-promoted Ir4 clusters.

H2 weakly interacts with an isolated Ir4 tetrahedron in an end-on perpendicular ad-
sorption mode. The adsorption of H2 to the same cluster is largely enhanced, however, if
the Ir4 cluster interacts with an Mg2+ cation. Hydrogen adsorption is enhanced at posi-
tions where the electron density is most reduced due to the polarization of the Ir4 atoms
by Mg2+. Most striking is the increase in electron density of the antibonding H2 orbital
that results from structure 6 in Fig. 4.20 (see Table 4.2).

In the absence of Mg2+, the interaction between H2 and Ir4 is dominated by the strong
Pauli repulsive interaction between the doubly occupied orbitals of H2 and Ir4. In the
presence of Mg2+, however, the Ir4 is polarized by Mg2+, which reduces the electron
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density between H2 and Ir4. The resulting reduction of the Pauli repulsion allows the H2

molecule to approach the Ir4 plane in the parallel adsorption mode with strong orbital
overlap. The result is a strong activation and weakening of the H2 bond. This study illus-
trates how polarization of metal particles can dramatically alter their chemical reactivity,
especially with respect to closed shell systems such as H2 or CH bonds.

Table 4.2. The molecular orbital population and the interaction energy (∆E kJ/mol) for hydrogen

chemisorbed at different positions on the Mg2+ promoted Ir4 clusters shown in the structures of Fig.
4.20[20]

Ir4–H2

onefold twofold threefold
———————— ———————— ————————
end-on side-on end-on side-on end-on side-on

1 2 3 4 5 6
H2:σg 1.861 1.888 1.883 1.960 1.944 1.988
H2:σ∗

u 0.045 0.060 0.082 0.012 0.055 0.003
∆E (kJ/mol) –22 –28 –16 –3 –7.5 –2

Mg2+–Ir4–H2

onefold twofold threefold
———————— ———————– ———————–
end-on side-on end-on side-on end-on side-on

1 2 3 4 5 6
H2:σg 1.826 1.859 1.818 1.730 1.596
H2:σ∗

u 0.008 0.008 0.038 0.059 0.194
∆E (kJ/mol) –36 –48 –40 –61 –88

The interaction of a reacting molecule with a metal cation in the zeolite is not only de-
termined by cationic chemical-bonding properties, but also by the negative lattice charge
distribution that compensates for the positive charge of the cation. This is elegantly
demonstrated by infrared measurements of the absorption intensities for methane ad-
sorbed on Zn2+ cations in low Al-ZSM-5 and high framework Al-zeolite Y[21]. In the latter,
the framework negative charge is the highest and hence the effective positive charge on
Zn2+ is the smallest. For this reason, the infrared intensity for the vibrational excitation
of methane that is only spectroscopically allowed in the presence of the electrostatic field
of the zeolite is highest in the low Al-ZSM-5. This is shown in Fig. 4.21.

In Fig. 4.21 one notes the large difference in the intensity of the vibrational excitation
around 2800 cm−1 in methane adsorbed on Zn2+ in ZSM-5 and zeolite Y. This excitation
is not observed in the gas phase, where by symmetry it is vibrationally forbidden. The
effective charge of the Zn2+ cation polarizes the molecule, which results in symmetry
breaking, thus allowing for the excitation of this symmetric CH4 mode. The lower effective
charge of Zn2+ in the faujasite structure zeolite Y with higher Al concentration results in
a smaller polarization and hence a decreased relative intensity.

Cations prefer particular sites in the zeolite. The divalent Zn2+ cations prefer adsorp-
tion in a ring of framework tetrahedra with at least two Al framework cations, so that
an overall charge neutral site is generated. There is also a relationship between the size
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Figure 4.21. Methane adsorption by zinc-modified zeolite. Comparison between a low Al/Si framework

ratio in ZSM-5 and a high Al/Si ratio in zeolite Y[21].

of the cation and the size of the (SixAl(1−x)O2)n ring system, which determines which
adsorption is the most preferred. For Zn2+ coordination, the six-ring of (Si2/3Al2/3O2)6
is preferred. In some zeolites such six-rings have different local zeolite framework envi-
ronments. The tendency to accommodate lattice deformations, due to Zn2+ attachment,
may then vary, which will also affect the preferred siting. Zn2+, for example, prefers the
six-ring lattice position whereas the larger ZnOZn2+ oxycation prefers the larger zeolite
8-ring[22] as its optimal site.

The activation of C–H bonds for different hydrocarbons can occur both at Zn2+ and
ZnOZn2+ sites. We will first discuss hydrocarbon activation by Zn2+. The results pre-
sented here are based on quantum-chemical cluster calculations. The reaction energies
involved in the overall catalytic cycle for the activation of ethane over a Zn2+ cation and
a ZnOZn2+ oxycation adsorbed on a representative cluster chosen to model the ZSM-5
adsorption site are compared in Fig. 4.22.

The activation of an alkane by Zn2+ occurs through formation of a Zn–alkyl species
and a zeolitic H+. The proton adsorbs on a basic lattice oxygen atom that connects a
silicon with an aluminum lattice cation[24].

When the alkane molecule reacts with the ZnOZn2+ oxycation the proton binds to
the oxycationic oxygen atom, which has a much higher reactivity than the zeolite lattice
oxygen atom. As a consquence, the initial activation of the C–H bond at the ZnOZn2+

site is highly preferred over Zn2+.
In a subsequent reaction step, the alkene is generated from the Zn–alkyl complex, by a β-
C–H cleavage reaction, which is endothermic. The catalytic cycle closes by recombination
of the two hydrogen atoms to give H2. This final step is much more difficult for the
ZnOZn2+ center than for Zn2+, because of the much larger [ZnOHZn] hydroxyl-bond
energy compared with that of the zeolitic proton.

In the case of Zn2+, the basic zeolite oxygen atoms can be considered to act as a reactive
ligand to Zn2+ assisting heterolytic cleavage reactions. This is quite common for reactive
charged cations in zeolites and can be considered as a spillover effect. The reduction of
cations will not always lead to the generation of zeolitic protons.

The activation of H2 by Ga+ is proposed to proceed differently since no protons are
observed experimentally when H2 or alkane adsorbs. Homolytic hydrogen dissociation
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Figure 4.22a. The structures and energies involved in the catalytic activation of ethane by the Zn2+

exchanged at a ZSM-5 adsorption site[23].

Figure 4.22b. Activation of ethane by an ion-exchanged ZnOZn2+ cluster[23].

is concluded to occur because no zeolite protons are generated by H2 reduction. This
reaction sequence has been studied theoretically by Gonzales[25b] et al.
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Homolytic oxidative addition of Ga+ with H2 is a slow reaction (Eact = 240 kJ/mol,
because the back-donative interaction with a Ga+ d-atomic orbital is very weak (see
Chapter 3, page 129). This reaction is quite different from heterolytic dissociation with
an activation barrier of only 60 kJ/mol for H2 on Zn2+ to form ZnH+ and a zeolite
proton. Catalysis by Ga is complex in its chemistry. The GaO+ species can activate the
C–H bond, but H2 recombination is slow. Also, GaO+ may reduce during reaction and
GaH2

+ can be formed. Both Ga+ and GaH2
+ can activate the C–H bonds of alkanes.

The chemistry is clarified by theoretical results that show that actually both systems for
hydrocarbons heterolytic bond cleavage is the preferred reaction path[24b]. However, the
intermediate GaHR+ is thermodynamically preferred over ZOH–GaR. Therefore, after
initial heterolytic dissociation by Ga+ the intermediate GaHR+ is rapidly formed. The
consecutive reaction to alkenes proceeds via GaHR+, explaining the absence of a proton
signal in infrared experiments[24b]. According to Kazansky et al.[25], the reduction of
GaO+ results in the formation of low-coordinated gallium or gallium hydrides;

ZO− · ·GaO+ + H2 −→ ZO− · ·HGaOH+ (a)
ZO− · ·HGaOH+ −→ ZO− · ·Ga+ + H2O (b)
ZO− · ·Ga+ + H2 −→ ZO− · ·(GaH2)+ (c)

They predicted for reaction (a) a reaction energy of −243 kJ/mol, reaction (b) a reaction
energy of +130 kJ/mol and for the oxidative addition reaction (c) a reaction energy of
−57 kJ/mol. For the last reaction an activation energy of at least 240 kJ/mol has been
computed, to be compared with only 60 kJ/mol for reaction (a).

The reduction of cations such as Pd2+ and other transition metals proceed analogously
to the C–H activation events discussed above for Zn2+. Hydrogen dissociatively adsorbs
to form [PdH]+ and a zeolite proton. This is followed by the subsequent activation of a
second H2 molecule to form PdH2 and another zeolitic proton. Hydrogen readily desorbs
from Pd, leaving a reduced metal atom next to two zeolitic protons[19].

Cations such as Zn2+ or Ga+ behave as soft Lewis acids in the reactions discussed
above with the formation of intermediate metal–alkyl or metal–hydride species. This
implies an electron transfer between the ligand and cation. To illustrate further the Lewis
acid nature of Zn2+, we analyze the mechanism for the hydrolysis of CH3CN in which
there is no change in formal valency of Zn2+, and compare the energetics for this ion-
exchanged Zn2+ reaction with that for the zeolitic proton[26]. The overall reaction scheme
is

CH3CN + H2O −→ CH3C(O)NH2

Acetonitrile adsorbs strongly on Zn2+. Its calculated interaction energy with the Zn2+

site in the zeolite model is −126 kJ/mol. In contrast, it interacts much more weakly
with the zeolitic proton: Eads = −46 kJ/mol. The product molecule of the hydrolysis
reaction, acetamide [CH3C(O)NH2], however, has an adsorption energy of −73 kJ/mol
with Zn2+ as it only coordinates through the basic nitrogen atom of acetamide. Acetamide
binds to the proton in the protonated zeolite at −90 kJ/mol. It adsorbs in a bidentate
configuration where the carbonyl oxygen atom binds to the H+ and via the amide N–H
group with the basic zeolite oxygen atom. The rate of the overall hydrolysis reaction of
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acetonitrile appears to be product inhibited. The inhibition is stronger for the protonic
zeolite system where the acetamide adsorption is stronger. The acetamide desorption,
however, can be assisted by a concerted adsorption step with the reactant nitrile. The
overall thermodynamics for product desorption over Zn2+ is exothermic. The analogous
reaction, however, still remains endothermic for the protonic case. Zn2+ is preferred for
this reaction because there is no product inhibition.

Two of the key reaction steps are the cleavage of H2O (see Fig. 4.23a) to produce an
OH− intermediate that will attach to the C atom of the nitrile, and the subsequent proton
transfer from C–OH to form the first NH bond (se Fig. 4.23b). Figures 4.23 compares the
activation energies for the activation of water to produce OH− in both the absence and
the presence of coadsorbed H2O.

Figure 4.23a. Comparison of the effect of coadsorbedwater on the generationof ZnOH+ and the zeolitic
H+ by dissociation of water H2O.[26].

Figure 4.23b. The most difficult step in initial hydrolysis is the proton transfer within the intermediate
(iminol) to form the keto group. This reaction step is made more facile by synergetic effect of a coadsorbed

water molecule, which catalyzes the proton transfer from the OH to the NH group[26].

Figure 4.23b illustrates that the proton migration from the COH to form NH is assisted
by coadsorbed water, which provides a low-energy path for proton transfer. The addition
of a second water molecule here significantly lowers the activation barrier. Water directly
participates in the transition state, providing a low-energy conduit for proton transfer
by the rearrangement of the proton oxygen bonds around the water molecules. Proton
transfer paths that proceed via consecutive H2O proton bond formation and breaking
reactions are well known in bulk water, aqueous and hydroxylated metal surfaces (see
Chapter 6) and in enzyme catalysis (see Chapter 7).
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The presence of coadsorbed water enhances this proton transfer path by providing a
more optimal transition-state structure that does not require the dramatic distortion of
metal–adsorbate bond angles. In addition, water stabilizes charge transfer, thus lowering
the activation energies.

The promotional effect of protic polar molecules for proton transfer is very general.
As an example, we mention the influence of methanol on the epoxidation of alkenes
by Ti substituted in the zeolite lattice (see Scheme 4.1). The reaction is promoted by
methanol, because it stabilizes the reactant structure and provides for a direct proton
transfer path (see also Chapter 8 and ref. [27]). Alcohol or water formation restores the
catalyst. Coadsorbed methanol assists proton transfer from the zeolite to the peroxide to
produce the alcohol (ROH). The proton from (TiOHSi) is transferred to methanol and
the proton from methanol assists the cleavage of the peroxide O–O bond.

Scheme 4.1 Enhancement of the epoxidation activity of framework Ti by coadsorbed methanol. The
methanol proton is transferred to form ROH (schematic).

4.3 Redox Catalysis

Redox reactions can be catalyzed by reducible cations substituted into the framework
of zeolitic systems as well as polymorphic AlPO4 systems or by cations not located in
the framework but in the micropores. In Chapter 8 we will discuss more extensively
catalysis by TixSi(1−x)O2 systems using peroxides. Here we will initiate the discussion
on redox catalysis with CoxAl(1−x)PO4 oxidation catalysts where reducible ions such
as Co3+ substitute for Al3+. Catalytic oxidation carried out with oxygen provides an
opportunity to discuss radical-type chemistry. A second system that we will discuss is
photochemical oxidation induced by the strong electrostatic field of ion-exchanged cations.
We will subsequently discuss catalysis by Fe3+ and Fe2+ ion exchanged zeolites with
comparisons to Zn2+ systems and the important role of the corresponding oxycation.

For the iron system we first discuss N2O decomposition and then describe the selective
oxidation with N2O to produce benzene from phenol. The N2O decomposition reaction
will be an example that illustrates additional complexity of catalytic systems, with self-
organizing features.

4.3.1 Selective Oxidation of Alkanes Using the Reducible MxAl1−xPO4

Zeolitic Polymorphs

We will follow closely the analysis given by Labinger[28]. The selective oxidation of cyclic
and linear alkanes with O2 over reducible MxAl1−xPO4 catalytic materials has been
reported under mild conditions. Dugal et al.[29] designed Co- and Mn-containing alu-
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minophosphates, where the Co or Mn substitute for Al framework positions, with micro-
porous structures similar to those of zeolites. They discovered that the catalysts with the
smallest pore diameters show the highest selectivities towards oxidation of the terminal
carbon atoms (see Table 4.3).

In radical chain oxidation reactions, the relative rates of the termination steps dif-
ferentiate oxidation steps and, hence, affect the selectivity. The termination of tertiary
peroxides is much faster than that of primary peroxides. The constraints of the zeolite
micropore dimensions limit the geometry of the bimolecular encounter of alkane and
oxyradical.

In zeolites with small dimensions, the initial interaction will involve the terminal methyl
group of the alkane. The main products that form are the diacids. Radical-chain autox-
idation proceeds by a sequence of initiation, chain propagation and chain termination
steps. The initiation steps involve the formation of an OOH (OOH •) and a hydrocarbon
free radical (R •). The formation of the reactive ROO • species occurs by reaction of the
alkyl radical with O2. A reaction chain propagation step is

ROO • + RH −→ ROOH + R •
A chain termination step is

2R(H)OO • −→ ROH + (R–H)=O + O2

The metals participate in redox steps such as

ROOH + M3+ −→ ROO + H+ + M2+ (reduction)

or

ROOH + M2+ −→ RO + OH− + M3+ (oxidation)

Table 4.3. Oxidation of n-alkanes over MAPOs: primary selectivity

Framework Pore dimensions (nm). Substrate Metal Primary sel. (%)

AIPO4-18 0.38 x 0.38 nm n-pentane Co 33
Mn 39

n-hexane Co 61
Mn 66

n-octane Co 60
Mn 62

AIPO4-11 0.39 x 0.63 nm n-hexane Co 19
AIPO4-36 0.65 x 0.75 nm n-pentane Co 5

Mn 0
n-hexane Co 23

Mn 0
n-octane Co 12

Mn 7
AIPO4-5 0.73 x 0.73 nm n-hexane Co 9
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In the zeolitic micropore, chain termination will also be suppressed because of the small
likelihood that two peroxy radicals are present in the same small cavity. This favors the
chain propagation reaction that depends on the CH bond strength, which in turn favors
the primary oxidation reactions. While the primary carbenium ions are high in energy
as compared with secondary or tertiary carbenium ions, the opposite order of stability is
found for the alkyl radicals! Interestingly, oxidation reactions that take place in enzymes,
which have been proposed to proceed through radical intermediates, are thought to be
selective because the reactions are constrained by rebound within the enzyme cavity (see
Chapter 7, page 328).

Radical reactions can be initiated also by radical centers generated in zeolites by heat
treatment. Brønsted acidic sites, on the Si–OH–Al sites can be converted to highly reactive
Lewis acid sites by high temperature with the elimination of water. The nature of these
sites is still a matter of debate (see Kühl[31]). With hydrocarbons ESR-active radical
cations are generated from such sites, which are part of catalytic reaction cycles. Such
radicals may play a role in coke deposition and have been proposed also to play a role
in catalytic cracking, Orchilles[32] and Corma[33] have studied the catalytic oxidation of
hydrocarbons by such systems in detail, and have sustained catalysis over more than 4000
cycles. Dehydroxylation of the Si–OH–Al site creates three-fold coordinated Si and Al as
well as an Si–O–Al center. In the dehydroxylation process also Lewis acidic AlO+ sites may
have been generated that adsorb to the negatively charged Si–O–Al sites. Interaction with
2,5-dimethylhexa-2,4-diene (DMHD) produces ESR signals that can be readily followed.
Leu and Rodriner[34] concluded the following reaction sequence, in which single-electron
transfer sites (SETS) are regenerated:

DMHD + SETS −→ DMHD+ + SETS−

SETS− + O2 −→ SETS + O2
−

DMHD+ + O2
− −→ reaction products

Reaction products have not been analyzed, because product molecules remained adsorbed
in the zeolite. The chemistry of this dark oxidation reaction is related to the photochemical
reaction steps discussed above.

4.3.2 Photo Catalytic Oxidation

Cations such as Na+, Ba2+ or Ca2+ ion-exchanged into zeolites have been shown by
Blatter et al.[30 to play an important role in the selective photo-oxidation of alkenes and
alkanes. We learned earlier in Section 4.2.3 that the electrostatic field-induced polarization
of an adsorbed molecule changes the adsorption intensity of vibrational transitions in the
infrared spectroscopic regime. When an organic molecule and O2 adsorb on the cations,
the energy of electron transfer between the organic molecule and the oxygen molecule
is lowered, with important consequences for oxidation catalysis initiated by this electron
excitation event. In the gas or liquid phase, charge transfer between O2 and the hydrocar-
bon to give O2

− and a positively charged hydrocarbon occurs via an electron excitation
induced by UV or visible light. Subsequent oxidation steps occur through radical chain
reaction pathways that result from OOH and R. They tend to have low selectivity.

Longer wavelength visible light can be used instead of UV photons needed in the gas
phase. This has the important advantage that the radical-generating reactions which com-
pete with the desired oxidation radical chain reaction are now suppressed. For example,
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light with λ � 600 nm will induce a selective oxidation reaction chain between O2 and
toluene towards benzaldehyde, with no consecutive oxidation of benzaldehyde . The lower
energy photons are not able to overcome the higher ionization potential of benzaldehyde
(9.5 eV) compared with 8.8 eV for toluene, necessary for electron transfer towards oxygen.

Reactions are proposed to proceed through radical chain reactions and intermediate for-
mation of the corresponding hydroperoxides that have been trapped at low temperature.
These hydroperoxides can be produced with high selectivity because of the constraints
on the recombination between molecules or radicals from the cavity. Thirdly, dehydration
of peroxides occurs readily in the ionic zeolite environment via heterolytic mechanisms
leading to carbonyl products without side reactions. The use of low-energy photons and
a low-temperature environment also precludes homolysis of the peroxide bond, which
minimizes non-selective gas-phase oxidation reactions. A representative reaction scheme
for propane is shown in Fig. 4.24. The origin of the low-energy electron transfer reaction
through cation interactions appears to be only partially the direct consequence of the high
electric fields near the cations (order of magnitude is 0.6 Å−1), but can be considered to be
the result of a confinement effect[24b] as has been found theoretically for dimethylbutene
oxidation. Reaction only occurs when cations with a specific size are properly located
with respect to each other. One of the cations adsorbs O2 and the other one adsorbs the
alkene. Their heats of adsoption have to be comparable.

Light-activated charge transfer takes place with low energy between O2 and the alkene
oriented by interaction with the reaction such that there is overlap between the respective
HOMO and LUMO orbitals. Adsorption on the cations overcomes the repulsive interaction
between molecules when they approach so close that van der Waals radii overlap, with
the result that a (photo) chemical reaction occurs. This can be considered again as an
example of pre-transition state stabilization, that was discussed earlier in Section 4.2.1.

Figure 4.24. Proposed mechanism for photo-oxidation of alkanes.

4.3.3 The N2O Decomposition Reaction; Self-Organization in Zeolite Cataly-
sis

We will initially examine N2O decomposition over single cationic metal atom centers and
then subsequently continue the discussion on N2O decomposition over dimer oxycation
species. The reaction energy diagrams for N2O decomposition over single Fe3+, Co3+

and Rh3+ centers established from ab initio density functional theory calculations are
presented in Fig. 4.25 a and b[35]. The initial adsorption of N2O appears to be strongest
on Co3+, but the metal–oxygen bond generated as the result of N2O decomposition is
strongest for [FeO]3+. Therefore, the reaction with the second N2O molecule to form O2
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Figure 4.25a. Comparison of the reaction energy profiles for N2O decomposition over Co, Rh and Fe

sites on a cluster model of HZSM-5.

Figure 4.25b. N2O decomposition on a single Fe3+ center. The structures that correspond to the
energies in the reaction-energy diagram of Fig. 4.25a.

Figure 4.26. N2O decomposition catalyzed by Fe/ZSM-5. Cluster model of the binuclear iron oxide-

hydroxide site[36].
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is most difficult on the Fe3+ center but easier on Rh3+ or Co3+ centers to which atomic
oxygen is more weakly bound. The small angle of N2O in the transition state (see Fig.
4.25b) implies that there is a small amount of electron donation towards N2O (remember
that N2O− is isoelectronic with NO2). Figure 4.26 shows the [HOFe3+–O–Fe3+–OH]2+

dimer iron oxyhydroxy cation in contact with the negatively charged α-site of ZSM-5.
Such dimers have been proposed as dominant species for N2O decomposition in iron-
exchanged zeolites. The hydroxylated dimer cation is thermodynamically stable for N2O
decomposition in the presence of gas-phase water[36].

Figure 4.27. The intermediate structures and energies in the N2O decomposition reaction of binuclear
iron(III+)oxydehydroxide[36]. Energies are reported in kJ/mol. The energies reported all refer to the

reaction direction from the lower numbers to the higher number. For example, ∆E(I− > V ) =+23
kJ/mol.

Figure 4.28. N2O decomposition over Fe/ZSM-5 shows oscillating behavior in the presence of water[37].

The energies for the N2O decomposition reaction on this iron-dimer cluster are shown
in Fig. 4.27.

The N2O decomposition reaction is especially interesting because under particular con-
ditions the reaction can be induced to oscillate (see Fig. 4.28[37]). If non-isothermal effects
can be excluded, this implies the presence of an auto-catalytic elementary reaction step in
the overall catalytic reaction cycle (see Chapter 8). In this case, the auto-catalysis results
from N2O decomposition catalyzed by both mono-center and bi-center iron complexes.
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There is ample experimental evidence for the presence of partial hydroxylated monomer-
and dimer-iron complexes in zeolites that decompose N2O. At high temperatures N2O
easily decomposes on a single-center Fe3+(OH)− cationic complex to form N2 and the
Fe3+=O complex

N2O + Fe3+(OH)− −→ (OH)−Fe3+=O + N2

The formation of O2 by a consecutive reaction of this oxidized center with N2O requires
a high activation energy (see Fig. 4.25a).

As we can deduce from Fig. 4.27, the recombination of two oxygen atoms on the
bi-center iron complex is easy. The oscillatory time-dependent behavior of the overall
reaction is consistent with the following auto-catalytic reaction sequence:

(OH)−Fe3+ + (OH)−Fe3+O −→
[
(HO)Fe3+OFe3+(OH)

]4+

(d)

N2O +
[
(HO)Fe3+OFe3+(OH)

]4+

−→ O2↑ +N2↑ +2(OH)−Fe3+ (e)

The overall result of reaction (d) and (e) is that one (OH)−Fe3+ species generates, in an
inorganic reaction with (OH)−Fe3+=O, two (OH)−Fe3+ intermediates. Such overall stoi-
chiometry defines an auto-catalytic reaction. An important conclusion from this analysis
is that the catalytically reactive phase only establishes itself during the course of reac-
tion. The catalytic system is therefore considered dynamic. Monomers and dimers are
formed and disappear in reactions with N2O and desorption of O2. The dynamic patterns
arise when these events are synchronized. This is mathematically similar to the Turing
patterns discussed in Chapter 8. The decomposition reaction is the driving force for the
self-organization of the inorganic system. As a corollary, the inorganic chemistry of the
reactive phase cannot be established independently of the catalytic reaction.

Oscillating phenomena have also been observed for N2O decomposition by Cu-exchang-
ed ZSM-5 zeolites[36]. A dynamic state consisting of monomeric Cu+ and dimeric
Cu2+OCu2+ is also proposed here.

Heyden et al.[39] suggested that hydrated and dehydrated monomolecular iron sites in
Fe-ZSM-5 are responsible for N2O decomposition. They proposed that Z−[FeO]+ is a key
intermediate. Furthermore, water strongly adsorbs to give Z−Fe(OH)2 +1. This deacti-
vates the Z−[FeO]+ site. The activation energy for N2O decomposition in the presence
of water increases steeply compared with the anhydrous situation, because water has to
desorb from Z−Fe(OH)2 +1 in order for N2O reduction to occur. Hydration and subse-
quent dehydration of the oxy-iron complex may provide an alternative explanation for
the oscillatory reaction found by El-Malki et al. shown in Fig. 4.28. If the reaction is not
isothermal, the temperature fluctuations arising from the exothermic N2O decomposition
reaction may lead to fluctuation in the water adsorption. This may provide an alternative
explanation of the oscillatory kinetic behavior in the Fe3+-ZSM-5 system.

4.3.4 Oxidation of Benzene by N2O; the Panov Reaction

The catalytic oxidation of benzene to phenol in iron-containing zeolites is known as the
Panov reaction[40] The ZSM-5 zeolitic system is the preferred matrix. There are several
ways in which the catalyst can be activated for this reaction.

It is now well established that the active component of the catalytic reaction is mono–
meric Fe2+. The Panov reaction consists of two reaction steps:
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N2O decomposition : N2O→
Fe2+

N2↑ +(FeO)2+

selective oxidation : benzene + FeO −→ Fe2+ + phenol

The uniqueness of the ZSM-5 catalyst relates to its stabilization of Fe2+ cations in the
selected (α) sites of the zeolite micropores. There is increasing evidence that non-lattice
alumina plays a promoting role, by potentially enhancing the relative stability of isolated
Fe2+ centers[41] .

As a preliminary to our later comparison with biochemical systems (see Chapter 7), it
is relevant to note here that the enzyme cytochrome P-450 also contains a single Fe center
attached to a porphyrin system. Cytochrome P-450 catalyzes the reaction of methane to
methanol. There is also an enzyme that contains a two-iron cationic center that catalyzes
the same reaction. In the methane monooxygenase enzyme, two Fe cations are bridged
by oxygen and charge compensated by glutamate and histidine groups[42].

An important difference between the benzene oxidation reaction and methane activa-
tion, is the absence of an isotope effect in the benzene oxidation reaction. In the enzyme,
CH4 activation is initiated by hydrogen abstraction. This initiates a radical-type reaction.
Benzene oxidation in the Panov system, however, follows a very different reaction path.

Figure 4.29. (a) The speculated reaction path for the oxidative transformation of benzene to phenol in

the Panov reaction[43]. (b) Rates of phenol formation and N2O decomposition as a function of Fe content
in ZSM-5[44].

The unique feature of the Fe2+=O bond is its rather high bond energy of 250–290 kJ/mol.
This is in contrast to the low bond energy in Fe3+=O (90 kJ/mol). This is found when
Fe3+ is part of the oxycationic complex as well as the monomer.

Interestingly the [FeO]2+ cation has been proposed[65] as the active oxidation species
in the Fenton reagent[66] that, amongst others, hydroxylates aromatic substrates in the



Shape-Selective Microporous Catalysts, the Zeolites 195

waterphase. Molecular orbital analysis of hydrated [FeO]2+ shows that the HOMO of
[FeO]2+ has 2π∗ character and the σ-type lone pair orbital is unoccupied. The reactant
has, therefore, a strong electron donative capacity into the antibonding orbitals of the
substrate CH orbitals.

Comparing the Fe3+ with the Fe2+ system, there is a difference of the order of 400
kJ/mol for the recombination energy of two oxygen atoms to form O2. This would result
in significantly slower O2 evolution at the Fe2+ centers than from the Fe3+-containing
dimeric centers. This may also explain the uniqueness of Fe2+ for the benzene oxidation
reaction. Oxygen generated by N2O decomposition has to react with benzene and cannot
recombine to O2. The recombination reaction to give O2 has to be suppressed without,
however, suppressing the steps involved in the oxidation of benzene. The subsequent steps
involved in the oxidation of benzene are shown in Fig. 4.29a.

The only step in the overall oxidation reaction cycle which is endothermic is step 2,
which involves the direct insertion of oxygen into the C–H bond of benzene. This is costly
since it requires the loss of aromaticity in the benzene ring. All other steps in the cycle are
exothermic. Furthermore, matrix effects are absent in this reaction. The main role of the
lattice appears to be to stabilize Fe2+ and prevent over-oxidation of N2O decomposing
Fe3+ oxyhydroxy dicationic clusters. The overall result is that the rate-limiting step for
phenol formation is the rate of desorption of phenol. The relative concentration of the
different sites varies with Fe loading, as illustrated in Fig. 4.29b. Whereas the rate of
phenol formation increases steeply with the Fe content, when the Fe concentration is low,
at higher Fe content N2O decomposition increases, but phenol production is constant.

Whereas in the zeolite system the [Fe2+O] species is produced from N2O, in the bio-
chemical system the biochemical oxidation step of the enzyme with O2 is coupled to an
electrochemical reduction: the overall reaction for cytochrome P-450 that converts the
alkane to an alcohol is

RCH + O2 + 2H+ + 2e −→ RCOH + H2O

A similar stoichiometry holds for the reaction with the two-Fe center methane–monooxy-
genase enzyme.

The difference in the chemical environment and the valency of Fe may explain why the
zeolite system does not produce methanol from CH4 whereas the enzymes do.

4.4 The Zeolite Catalytic Cycle. Adsorption and Catalysis in Zeolites; the
Principle of Least Optimum Fit

The dependence of the overall rate of the catalytic reaction on adsorption is extremely
important in analyzing the kinetics for the overall rate of a zeolite-catalyzed reaction.
We have already met this subject in Chapter 2 when analyzing the basis of the Sabatier
principle. A proper understanding of adsorption effects is essential for establishing a theory
of zeolite catalysis that predicts the dependence of kinetics on zeolite-micropore shape
and connectivity.

Catalysis consists of a reaction cycle made up of several elementary reaction steps.
For a zeolite, the catalytic cycle contains at least the following four elementary steps:
adsorption, diffusion, substrate activation and desorption.

We will discuss in Section 4.6 explicitly the role of diffusion. In principle, diffusion effects
can always be experimentally excluded by selecting crystallites so small that chemical
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Figure 4.30. The catalytic cycle of a zeolite-catalyzed reaction.

activation or desorption is rate limiting. In the absence of diffusional constraints, the rate
of product desorption competes with that of reactant activation. The elementary reaction
steps of the latter processes proceed through steps with transition-state barriers that are
typically between 50 and 150 kJ/mol.

As mentioned earlier, the interaction between hydrocarbons and the zeolite micropore
depends upon a weak van der Waals attraction between the polarizable zeolite framework-
oxygen atoms and the hydrocarbon units such as aromatic, CH2 or CH3 groups. These
interactions are too weak to be described effectively by density functional theory. Although
higher level CI calculations can more accurately model van der Waals interactions, they
typically cannot model a large enough portion of the zeolite to provide an approriate
model for a mesoporeous system. Empirical force fields, however, are effective in accu-
rately describing these van der Waals interactions. Adsorption properties are, therefore,
typically computed from force field calculations rather than from quantum mechanics.
The use of such force fields in combination with the application of statistical mechanical
techniques in Monte Carlo methods[45] allows the prediction of the chemical potential
of adsorbed molecules as a function of temperature and pressure. This is very important
since adsorption appears to be controlled not only by the adsorption enthalpy, but also by
entropy effects that may depend strongly on the micropore filling with adsorbed molecules.
For alkanes, the adsorption enthalpy is strongly dependent on their chain length which is
incremental in the number of CH2 units. The van der Waals interaction energy may vary
between 5 and 15 kJ/mol per CHx unit. The interaction energy increases when the pore
dimension and the hydrocarbon chain dimension better match one another[46].

The implication is that the adsorption energies of hydrocarbons can be of the same
order of magnitude or even larger than the activation barriers of the intrinsic rate con-
stants. In this section we will discuss expressions for the overall rate when the intrinsic
reaction rate (e.g. proton activation) is rate determining. In the next section we will dis-
cuss the consequences especially for selectivities of a reaction when the desorption rates
are rate limiting. To introduce the subject, we first present some simple expressions used
in modeling monomolecular reactions.

For a monomolecular reaction, the rate of the reaction normalized per reaction center
is:

r =
Roverall

Nact.site
= kact · θads (4.1)
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where θads is the equilibrium concentration of reactant adsorbed at the reaction center
and kact is the elementary rate constant for the conversion of the molecule adsorbed at
the reaction center. In general, the expression for θads is complex. It not only depends
upon the many equilibrated intermediate reaction steps, but may also depend upon the
micropore concentrations of adsorbed reactants and products. On the other hand, expres-
sion (4.1) is very general and, as we will discuss more extensively in Chapter 7, is used in
heterogeneous, homogeneous and biocatalysis. In the last two cases, θads is replaced by the
concentration of the reaction complex formed by the interaction of the reactant with the
organometallic complex or the biocatalyst (enzyme). Expression (4.1) is the equivalent of
the Michaelis–Menten expression for the catalytic reaction rate in biochemistry.

As we will discuss in the next section, it is of interest to analyze the meaning of the
expression when the Langmuir adsorption expression for θ is used. For a monomolecular
gas-phase reaction, the expression for the catalytic reaction rate is

r = kact.
Kads

eq .p

1 + Kads
eq .p

(4.2)

where Kads
eq is the adsorption equilibrium constant for the reactant at the reaction center

and p is the gas phase pressure of the reactant. Note that expression (4.2) is also simplified
since the adsorption of the product molecule is ignored.

Expression (4.2) illustrates an important kinetic feature: the order of a catalytic re-
action depends strongly on the reaction concentration. At low pressure, the rate is first
order in reactant and at high pressure the rate is zero order in reactant. Second, the over-
all rate depends on the intrinsic rate constant of an elementary reaction step, kact, and
also on the adsorption constants. Expression (4.2) is valid only under the ideal conditions
that all catalytic centers are similar and there are no interactions between reactant and
(or) product molecules. These conditions are rarely satisfied and, for this reason, practical
rate-expressions are often more complicated than Eq. (4.2). Expression (4.2) illustrates,
however, that the interplay between surface coverage and elementary rate constants is
very important, so that for an overall prediction of the reaction rate one needs to in-
tegrate intrinsic reaction rate predictions with surface state predictions. As mentioned
earlier, the equilibrium constants for adsorption can be calculated using either statistical
or dynamical Monte Carlo methods[45,46].

To illustrate the use of Eq. (4.1) in zeolite catalysis, we will discuss the results of
theoretical and experimental studies of the hydroisomerization reaction of hexane[47].
In order to exclude diffusion limitation, two conditions have to be met. First, the Biot
condition must be satisfied when the rate of desorption is limiting:

kdes � D

R2
(4.3)

where R is the radius of a crystallite particle and D the rate of diffusion. If kdes is rate
limiting,both diffusion and the elementary reaction rates within the zeolite micropore are
fast compared with desorption.

More generally, the rate of diffusion should be much faster than the intrinsic rate of a
chemical reaction:

R

√
Roverall

D
� 1 (4.4)
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where Roverall is the rate constant defined in Eq. (4.1), D the rate of diffusion and R
the radius of the crystallite. This expression is derived from the classical Thiele modulus
expression where the intrinsic rate is thought to be controlling.

Zeolites used in the hydroisomerization of alkanes typically contain small transition-
metal clusters such as Pt or Pd[47]. The hydrogenhydrocarbon ratio in these systems is
typically 30 and the reaction occurs at around 250 ◦C. Hydroisomerization typically pro-
ceeds by alkane dehydrogenation over the metal. The alkene intermediate that forms can
subsequently undergo isomerization at an acid site before it is rehydrogenated over the
metal. The transition metal is necessary here to establish the alkane–alkene equilibrium
which implies a very low hexene equilibrium concentration. At this low concentration of
alkene, catalyst deactivation reactions which are the result of acid-catalyzed oligomeriza-
tion are suppressed. The elementary isomerization step that is rate limiting involves the
activation of the alkene. The isomerization of the branched alkene proceeds through a
cyclopropyl-type transition state (see Fig. 4.9). When the alkene adsorbs to the proton,
only the π bond interacts with the proton. The CH2 and CH3 groups of the molecule
experience van der Waals interactions with the siliceous part of the zeolite lattice. The
interaction between the zeolite micropore and the hydrocarbon is hydrophobic. For a
molecule such as hexene, this implies that the adsorption energy and the activation energy
for desorption may vary between 30 and 90 kJ/mol for different zeolites. This variation
in the interaction energy arises from the difference in match between the radius of the
alkyl portion of the molecule and the dimensions of the micropore, which results in a
significant difference in the van der Waals interactions. The interaction of the π-bond of
the hydrocarbon with the zeolitic proton is of the order of 30 kJ/mol. For Mordenite, a
medium-sized pore zeolite, this results in the overall reaction energy scheme presented in
Fig. 4.31.

Figure 4.31. Reaction energy diagram for the isomerization of hexene in mordenite. The π-complex
denotes hydrogen-bonded alkene whereas the σ-complex denotes the corresponding alkoxy intermediate

(schematic).

The solvation of ionic complexes by the zeolite cavity is very limited, hence the proto-
nation of an alkene and also the alkene isomerization require relatively high barriers. The
shape of the protonated intermediate, its positive charge distribution, the zeolite micro-
cavity size and shape and the negative charge distribution on the zeolite lattice determine
the relative energy of the protonated intermediate. The zeolite lattice has very limited
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flexibility and, hence, the main additional stabilization derives from the polarization of
the oxygen atoms by the positive charge of the protonated reaction intermediate. Clearly,
the activation energy for isomerization and the desorption energy are close to being com-
petitive and would be even more competitive for hydrocarbons with longer hydrocarbon
chain lengths.

The importance of the entropy of adsorption is illustrated by experimental and calcu-
lated adsorption free energies for hexane in the 12-ring one-dimensional channel mordenite
(MOR) and 10-ring one-dimensional channel of ferrierite (TON). Table 4.4 compares the
simulated values for the heats of adsorption from configurationally biased Monte Carlo
calculations valid at low micropore filling. The corresponding adsorption equilibrium con-
stants are also compared in Table 4.4. One notes the increase in the energy of adsorption
for the narrow-pore zeolite. However, at the temperature of reaction, the equilibrium
adsorption constant is also a factor 10 lower for the narrow-pore zeolite.

Table 4.4. Calculated heats of adsorption and adsorption constants for various hydrocarbons in zeolites

with different channel dimensions

∆Hads Kads(T = 513K)
kJ/mol mmol/g Pa

simulation simulation

n-pentane/TON –63.6 4.8 x 10−6

n-pentane/MOR –61.5 4.8 x 10−5

n-hexane/TON –76.3 1.25 x 10−5

n-hexane/MOR –69.5 1.25 x 10−4

The overall result at this temperature is a higher micropore filling in the wide pore ma-
terial, notwithstanding its lower heat of adsorption. The loss in entropy that the molecules
experience when their motion becomes more constrained in the micropore compared to
their motion in the gas phase is less in the wide-pore zeolite than in the narrow-pore
zeolite. This effect dominates, and as a result the coverage, θ, is largest in the zeolite in
which the reacting molecule experiences the smallest entropy loss compared to the gas
phase. Comparing the overall rates of reaction for different zeolites, the question arises,
which of the two parameters is most sensitive to the pore size dimensions, the free en-
ergies of adsorption or the activation free energies of the elementary rate constant of
isomerization.

Table 4.5. Results of activity measurements of the hydroisomerization of hexane (temp. = 240 ◦C,
pnC6 = 779 Pa)

TOF (sec−1) Kads,nC6 (Pa−1) kisom(sec−1)

H-Beta 5.0 x 10−3 6.4 x 10−5 1.7 x 10−2

H-Mor 1.1 x 10−2 3.3 x 10−4 2.7 x 10−2

H-ZSM-5 4.1 x 10−3 3.3 x 10−5 2.8 x 10−2

H-ZSM-22 1.6 x 10−3 1.4 x 10−5 1.7 x 10−2
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The results of experimental measurements[48] which were analyzed with expressions
analogous to, but more sophisticated than, Eq. (4.2), are presented in Table 4.5. Zeolite β
and ZSM-5 contain three-dimensional 10-ring channels. Mordenite has a one-dimensional
12-ring channel. H-ZSM22 has the ferrierite structure with a one-dimensional 10-ring
channel. By comparing the overall rate normalized per protonic site (turn over frequency,
TOF), one notes the large difference in overall rate with changes in the pore dimensions.
In contrast, the elementary rate constants, kiso, are basically the same.

The large difference in reactivity of the zeolites arises primarily from the large difference
in micropore occupancy in the different zeolites. The large variation in micropore occu-
pancy is deduced from the large differences in adsorption equilibrium constants shown in
Table 4.5. The similarity of the elementary rate constants for isomerization implies that
there is little variation in the corresponding activation energies. The overall rate of the
reaction is found to be a maximum for the zeolite in which the adsorption concentration
of the reactant is a maximum.

For a medium-sized pore zeolite such as mordenite, the match of reactant size and
shape with the micropore cavity size and shape is not an optimum since smaller pore sizes
would increase the enthalpy of the adsorbed state. The entropy of the adsorbed state in
medium-pore zeolite, however, is larger than that found in the smaller pore zeolite. For
wider pore zeolites, heats of adsorption are decreased so much that the entropy gain no
longer compensates for its decrease. The maximum concentrations of molecules therefore
tend to be found in the medium-micropore zeolites.

We have illustrated that for a catalytic reaction in a zeolite to have a maximum rate,
the adsorption free energy should be a maximum. Zeolites with medium-sized cavities are
preferred over zeolites with small cavities because in the latter entropy loss dominates the
gain in enthalpy. This compares with the anti-lock-and-key behavior of some enantiomeric
catalytic systems discussed in the final section of Chapter 2. The catalytic systems that
have an optimal misfit with their cavity perform the best, again demonstrating that the
occupation is maximized while minimizing the entropy loss.

For a monomolecular reaction one deduces from Eq. (4.2) that when θ = 1, the
apparent activation energy of the reaction is equal to its intrinsic activation barrier of
the elementary reaction step (Eiso

act). Another important result that can be derived from
Eq. (4.2), is the behavior of this system at low micropore occupation (θ � 1) where the
overall rate is linear in pressure. The apparent activation energy under these conditions
is

Eapp
act = Eactivation + Eads (4.5)

At low site occupancy, the measured apparent activation energy is linear in the heat of
adsorption of the hydrocarbon. This agrees with experimental observations. Narbeshuber
et al.[49], studied the conversion of different linear alkanes all catalyzed by H-ZSM-5. This
cracking reaction proceeds via an intermediate carbonium ion, as was discussed in Section
4.2.1. The site occupancy is low and, therefore, Eq. (4.1) applies. The intrinsic activa-
tion energy controlled by the proton donation is essentially independent of chain length.
Narbeshuber et al.[49] found a linear decrease in the apparent activation barrier with an
increase in the chain length of the hydrocarbon. Since the heat of n-alkane adsorption is
linear in the chain length, this implies that the apparent activation energy is linear in the
adsorption energy. At comparable conversions, the temperature of the reaction decreases
with increasing hydrocarbon chain length.
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The relative independence of the elementary rate constant for proton-activated hydro-
carbon conversion reactions carried out in different zeolite structures would indicate that
the differences in the overall rate for different zeolites are not determined by the small dif-
ferences in the reactivity of the protons (intrinsic acidity) but rather by a variation in the
concentration of reactant molecules adsorbed on the zeolitic reaction centers. The higher
apparent reactivity of the longer hydrocarbon chains in zeolite-catalyzed hydrocarbon
conversion reactions can be likely ascribed to the increased concentration of hydrocarbon
adsorbed at the reactive centers and not to a higher intrinsic reactivity of the hydrocarbon
molecules.

A very important concept to consider in designing zeolites for specific activity and/or
selectivity is that the zeolite cavities can be considered as nano-size reactors. This view we
discussed earlier when we presented the Labinger interpretation[28] of selective oxidation
in zeolitic micropores. Hydrocarbon conversion processes also include oligomerization,
cracking and aromatization reactions. As a consequence, carbonaceous residues will form
even when the reactions are carried out in the presence of hydrogen. The size of the
micropore cavities will limit the size of the residue molecules that can form and in this
way will suppress coke formation in high-temperature reactions such as catalytic crack-
ing. This dramatically increases the yield of desired alkenens or aromatic molecules and
decreases the rate of catalyst deactivation. Interestingly, the precursors for coke formation
can catalyze carbon–carbon bond-forming reactions. Such reactions may even overcome
the sometimes more difficult direct initial activation reactions catalyzed by the zeolitic
protons.

Figure 4.32. Ethyl ethyl ether formation via associative mechanism. Energies in kJ/mol[51].

An interesting example is the conversion of methanol to hydrocarbons catalyzed by the
zeolitic SAPO-34 material[50]. This microporous AlPO4-based material has the structure
of chabazite. The protonic sites are similar to those in the zeolite, but of slightly less in-
trinsic acidity because of their embedding in the AlPO4 structure. The formation of a C–C
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bond directly from two or three methanol molecules activated at the zeolitic proton site
is possible, but requires higher temperatures to overcome the larger activation barriers.
The most preferred reaction path was predicted based on cluster calculations to involve
an associative reaction of a methanol molecule with dimethyl ether (see Fig. 4.32). An
activation energy of 270 kJ/mol was predicted for this reaction over small clusters. The
formation of ethylene by the decomposition of ethyl methyl ether requires an activation
barrier of 140 kJ/mol. Ethylene can then easily oligomerize towards aromatics. The cavi-
ties of SAPO-34 are connected through cavity openings too small for aromatic molecules.
Hence, when these aromatics are formed by consecutive reaction of ethylene, they will
not leave the cavities. When such aromatic intermediates are present in the cavities, the
direct ethylene-forming reaction from methanol is replaced by reaction sequences in which
hexamethylbenzene and other related methyl-substituted benzenes play important roles.
Propylene formation is favored by methylbenzenes with four to six methyl groups but
ethylene is the predominant product from those with two or three methyl groups[46].
Smaller micropores favor the latter reaction. The reaction sequence given in Fig. 4.33 is
proposed when hexamethylbenzene is the major reaction intermediate.

Figure 4.33. A detailed side-chain reaction route to ethylene.
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Figure 4.34a. First stage in the hydrolysis of a peptide by chymotrypsin: acylation. A tetrahedral

transition state is formed, in which the peptide bond is cleaved. The amine component then rapidly
diffuses away, leaving an acyl–enzyme intermediate, adapted from L. Stryer[53].

Figure 4.34b. Second stage in the hydrolysis of a peptide by chymotrypsin: deacylation. The acyl–
enzyme intermediate is hydrolyzed by water. Note that deacylation is essentially the reverse of acylation,

with water in the role of the amine component of the original substrate, adapted from L. Stryer[53].

The reaction path shown in Fig. 4.33 involves a fascinating sequence of reaction steps,
with some similarity to enzyme catalytic steps, but is much less controlled. For example,
in the hydrolysis of peptides catalyzed by the chymotrypsin enzyme, the peptide bond
ruptures via the intermediate attachment of the acyl functional group to the activating
–CH2–OH group of a serine peptide unit, near the catalytically reactive site that is part
of the enzyme protein framework. The reaction steps that occur are sketched in Fig. 4.34.
The OH group of serine is activated by a nearby imidizole group and proton transfer is
stabilized by a negative charge on the carbonyl group of its next-neighboring aspartase
unit. The free energies of activation of this reaction sequence are low because of the
optimized locations of interacting acid and base groups around the reaction center.

This refinement is absent in the chabazite cavity where the location of the protonic
center, negative charge on the zeolite wall and methylated benzene molecule all interact
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with one annother. Nonetheless, the combination of protonation, transition-state forma-
tion and cleavage and formation of covalent bonds has some similarity to the enzyme-type
events.

The presence of reactive aromatic intermediates has also been invoked as catalysts
for other hydrocarbon conversion reactions, such as the isomerization of n-butene to
isobutene[54].

A positive effect of the presence of carbonaceous deposits on the skeletal isomerization
of n-butene over a protonic ferrierite zeolite could also be related to a possible reaction
mechanism in which the tertiary carbenium ions, which are located in the zeolite pores, act
as catalytically active sites. Catalysis was found initially to proceed via oligomerization
and cracking reactions.

Figure 4.35. Bimolecular reaction scheme for isobutene formation from n-butene. Formation of inter-

mediate primary carbenium ions is circumvented.

Figure 4.36. Formation of isobutene from n-butene through a tertiary carbon on coke aromatics[54].

As we discussed in Section 4.2.1, monomolecular n-butene to isobutene isomerization
requires a relatively high activation energy because isomerization via the propyl cationic
intermediate generates a primary carbenium ion in the transition state.

Isomerization initially proceeds through an intermediate bimolecular reaction as shown
in Fig. 4.35, where the formation of carbonaceous deposits occurs in parallel. Over the
course of time, isobutene results as the only product, but is now produced solely through
the monomolecular path. A reaction sequence for the formation of isobutene as shown in
Fig. 4.36 occurs at the tertiary carbon of a substituent alkyl group of the aromatic coke.
The size of the microcavity inhibits further oligomerization reactions.
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4.5 Adsorption Equilibria and Catalytic Selectivity

Figure 4.37 illustrates the sensitivity dependence of the molecular product distribution
on zeolite micropore dimensions for the cracking of n-C16. The product ratio of branched
dimethylbutane (DMB) versus n-C6 is taken as a measure of the selectivity. A maximum
in selectivity towards the bulky branched molecule is found for the intermediate pore-size
zeolite AFI. This result is curious since one would have expected the wide-pore zeolite
Fau to lead to the maximum yield for the more bulky molecule. The differences from
expectation appear to be related again to the adsorption properties of hydrocarbons.

Figure 4.37. Experimental and simulated normalized DMB/n-C6 yield ratios (y) for various zeolite

structures at T = 577 K and P = 3000 kPa. The ratios were normalized by setting the value for FAU–
type zeolite at one. The catalytic ratios � were determined from n–C6 hydroconversion experiments,

the calculated ratios were taken from simulated adsorption isotherms of 2,2–DMB/n–C6 (|−−|) and 2,3–

DMB/n–C6 (�) or from Henry coefficients (•). The numbers in parentheses are the average pore sizes in
ångstrom[55].

The adsorption energy of an n-C16 molecule is at least 150 kJ/mol for a wide-pore
zeolite and even greater for the smaller pore zeolites. This implies nearly complete filling
of the zeolite micropore at the temperature and pressure of the cracking process. At such
a high micropore filling, the diffusion of molecules becomes inhibited and, hence, becomes
the rate-limiting step. Molecules in the micropore have a long residence time, thus allowing
the product molecules to equilibrate in the micropore. The product distribution therefore
reflects the differences in free energies of the adsorbed product molecules at high micropore
filling. Three effects appear to play a role[55]:

– At high pore fillings the adsorption of small molecules is preferred over large molecules
owing to entropic considerations[56].

– Linear molecules tend to stretch in narrow pores. This makes them larger and, hence
at high pore filling their adsorption is suppressed compared with adsorption of smaller
molecules.

– In small micropores the adsorption of branched molecules is suppressed.

The observed optimum in selectivity for the branched product relates strongly to the
change in shape of the linear molecule and its larger effective volume at intermediate mi-
cropore sizes. In an analogous fashion, the different responses observed between the MFI
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zeolite and the MEL zeolite with respect to the conversion of C10 and C7 hydrocarbons,
is related to the very different pore filling in these two systems. The MFI zeolite has two
different channel systems whereas the MEL zeolite contains only one type of channel.
These different channels subsequently lead to the large differences in the heats of adsorp-
tion for hydrocarbons with different chain lengths. The computed adsorption isotherms
are shown in Figs. 4.38 and 4.39[57].

Figure 4.38. The adsorption isotherm at 415 K as calculated by CBMC calculations for binary mixture
of 50% 2-methylnonane (–�–) and 50% n-decane (· · · � · · ·), and of 50% 5-methyl nonane (· · · ◦ · · ·) and

50% n-decane (–•–). (A) MFI-type and (B) MEL-type silica[57].

Figure 4.39. The adsorption isotherm at 523 K as calculated by CBMC calculations for binary mixture

of 50% 2-methyl hexane. (· · · • · · ·) and 50% n-heptane (–•–). (A) MFI-type and (B) MEL-type silica[57].

At 1 kPa, for strongly adsorbing C10 alkanes in MEL-type zeolite, there is a large
preference for adsorption of the linear alkane. This preference is much less than for the
MFI zeolite. Differences appear at high micropore occupation. Competitive adsorption
suppresses the formation of i-C10 in MEL owing to the difference in the channel cross-
section geometry, where branched alkanes prefer to adsorb. As a consequence, the rate
of n-C10 conversion is low towards i-C10. The MFI zeolite, therefore has the superior
rate since the rate of iC10 formation is higher. The reaction products are the result of
consecutive reactions of i-C10. In contrast, as one notes from Fig. 4.39, in MEL at 10 kPa
for C7 there is no such preference in adsorption for the n-C7 versus i-C7 molecule since
under these conditions the adsorption concentration is still too low.

An approximate expression to compute the rate of productPi formation is

dPi

dt
=

1
R2

√
DiRi
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When desorption is rate limiting, this expression reduces to:

=
1

R2

√
Di.Ni kdes,i.θi

At the high pore fillings conventionally used, product molecules can be assumed to be
equilibrated in the micropores. This implies, as we have seen, that their relative concen-
tration is determined by the molecular chemical potential in the micropores. Since the
diffusion constants can also be a strong function of concentration, one has to apply these
expressions with care, or even better one should use expressions that include the concen-
tration dependence of diffusion constants such as the Maxwell–Stefan expression[58].

This section illustrates the very important result that in zeolites the conventionally
used Langmuir–Hinshelwood rate expression for reactions does not apply very well in their
present form. The Langmuir–Hinshelwood rate expression assumes reactant activation to
be rate limiting:

ri = ki

Kads
eq (A)PA

1 + Kads
eq (A)PA +

∑
i�=A

Kads
eq (i)Pi

Differences in product distribution depend on the elementary rate of conversion of reactant
A to product i, rather than the micropore equilibrium concentration of product i. In this
expression the adsorption equilibria are considered to be independent of the concentration
of other components, a supposition clearly unacceptable for zeolites. Reaction mixtures of
different components, however, behave strongly nonlinearly as a function of concentration.
Entropic effects play a dominant role.

Another key result is that for reactions that occur at high pressure and with high
occupation of the micropores, there is no equilibrium between the zeolite interior and
exterior. Instead, product equilibrium is then established within the zeolite micropores
and determined by the corresponding free energies of adsorption.

4.6 Diffusion in Zeolites

As noted in the previous section, in practical zeolite catalysis, diffusion controls the
selectivity and activity for many reactions. When the zeolite micropore channel or cavity
is significantly larger than the molecular dimensions, diffusion is of the Knudsen type.
This implies that it scales with m−1/2, as illustrated in Fig. 4.40.

Molecular dynamics simulation can be applied in such cases, since the activation energy
for diffusion is low and hence simulations over a period of a few picoseconds are adequate.
When the dimensions of the zeolite micropore decrease, the molecular residence near the
surface increases and now diffusion becomes dominated by its motion along the zeolite
wall. Micropore diffusion becomes fast compared with Knudsen-type diffusion when the
dimensonal matches are such that the diffusing molecule will not leave the surface poten-
tial minimum regime except when desorbing from the micropore out of the zeolite. Typical
surface-potential dominated diffusion (creeping motion) is illustrated in Fig. 4.41.

In contrast to the behavior in a wide-pore zeolite such as faujasite, one observes in Fig.
4.41 that, in the one-dimensional mordenite micropores with a diameter of 6.5 Å, the rate
of diffusion is independent of the length of the hydrocarbon.

Diffusional constants may depend strongly on micropore filling. This, in essence, is due
to site blocking effects. It explains the often observed relationship between overall exper-
imentally measured diffusional rate constant activation energies and heats of adsorption.
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Figure 4.40. Simulated diffusion constants in faujasite as a function of hydrocarbon chain length[59].

Figure 4.41. Simulated diffusion constants in mordenite as a function of hydrocarbon chain length.

In gas chromatographic diffusion measurement experiments, the molecular concentra-
tion in the zeolite micropore will vary with temperature. Hence the measured differential
activation energy at constant pressure will contain a parameter that relates to the heat
of adsorption. At higher temperatures, site blocking is decreased. This partially explains
the difference from NMR or inelastic neutron scattering data. In the latter experiments,
measurements are done at short time-scales, therefore, intra-pore elementary reaction
steps are mainly controlled by the free diffusional pathlength in the micropore over a
short distance, whereas data obtained macroscopically concern longer time-scales and,
hence, larger diffusional paths, so that imperfections in the zeolite structure or impurities
occupying the micropores may also have an influence.

In zeolites, diffusion constants will depend strongly on molecular shape. For example,
in silicalite branched alkanes prefer to absorb in channel cross-sections, but linear alkanes
prefer adsorption in the channels themselves. This has important consequences for differ-
ences in diffusion rates within mixtures. At high concentration, the rate of the diffusion
of the branched alkane will control the rate of diffusion of the other alkanes[61].
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A unique correlation in diffusional motion can occur in zeolites with one-dimensio–
nal micropores such as mordenite or ZSM-22 (TON). Single-file diffusion is defined as
restricted mobility in one-dimensional pores, where molecules cannot pass each other.
Indeed, dynamic Monte Carlo calculations that compute diffusion rates by considering
them to be the result of the hopping of molecules between defined sites show a very steep
decrease in the diffusion rate for a one-dimensional system compared with decreases found
for three-dimensional systems.

Figure 4.42. Dynamic Monte Carlo simulations of single-file diffusion. The different time regimes. Initial
non–correlated balistic regime: x2 ∼ t followed by single file-diffusion and finally collective center of mass

diffusion[62].

However, the decrease in diffusion rate with increasing micropore filling is much faster
than found experimentally or with molecular dynamics studies. A molecular dynamics
model study, using an idealization of the one-dimensional zeolite micropore, shows that
in open channels single-file diffusion behavior occurs only for particular time regimes (see
Fig. 4.42).

Ballistic motion, or motion not controlled by the interaction between the reactant and
the zeolite wall, but through hard sphere collisions, will never lead to single-file molecular
motion. The direction of motion has to be partially randomized by collisional interaction
with the corrugated micropore wall. This corrugation may be due to thermal mobility
of the zeolite wall oxygen atoms. The characteristic relationship between the diffusion
length and time for single-file diffusion is observed only when the motion between a large
number of adsorbed molecules becomes correlated.

x2 ≈ Dt1/2 (3)

wher x, D and t are the diffusion length, diffusion time, and diffusivity, respectively.
Since molecular motion in a zeolite is only partially randomized and motion remains also
partially ballistic, dynamic Monte Carlo hopping models of diffusion will overestimate the
concentration regime in which single-file diffusion will occur.

After a longer time, single-file diffusional time dependence will disappear because dif-
fusion will be controlled by the center of mass motion of the correlated molecules. The
characteristic of single-file diffusion that remains is the concentration dependence and an
increased effective mass, which now has to be taken as the center of mass of the collectively
moving particles (mc.m.), proportional to the length of the zeolite pore[64]:

Dsinglefile ≈ 1 − θ

θ
.

1√
mc.m.
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A consequence of single-file diffusion is that catalysis in one-dimensional microporous
systems becomes diffusion limited for crystal sizes much smaller than for three-dimensional
systems. Hence equilibration of different reaction products within the zeolite micropores
may be expected to occur most rapidly in one-dimensional microporous systems.

An important consequence of single-file diffusion to the overall rate of a catalytic reac-
tion is that the overall rate of conversion may show a maximum as a function of micropore
filling (increasing reactant pressure)[64] . Whereas at low micropore filling a reaction may
show no diffusional limitation, with increasing micropore filling the rate of diffusion de-
creases strongly because of collective motion. This is illustrated in Fig. 4.43.

Figure 4.43. (a) The rate of a monomolecular zeolite-catalyzed reaction as a function of pressure (no

diffusional limitation). (b) The rate of the monomolecular reaction that is diffusional limited (no single-file
diffusion). (c) The rate of the monomolecular reaction that is diffusional limited (single-file diffusion).
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63. J. Kärcher, Diffusion Under Confinement, Sitzungs bericht der Sächsischen
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CHAPTER 5
Catalysis by Oxides and Sulfides

5.1 General Introduction

This chapter generalizes the concepts of chemical bonding that we introduced in Chapters
3 and 4 on the reactivity of metals and zeolites in order to gain a fundamental understand-
ing of the reactivity of metal oxides and sulfides. Metal oxides and sulfides are used to
catalyze a wide range of industrial oxidation, hydrogenation and desulfurization reactions.
Many of the metal and mixed-metal oxides used as catalysts take on both ionic charac-
teristics which are important for acid or basic reactions as well as covalent characteristics
which govern oxidation reactions. Metal sulfides reveal some of the same characteristics
as the oxides and are therefore also discussed in this chapter. The first part of this chapter
covers the general concepts associated with the bonding and the chemistry of metal oxide
surfaces. The latter half of the chapter examines the reactivity of metal sulfide surfaces.

We start with a discussion in Section 5.2 on the general chemical reactivity of non-
reducible oxides from the point of view that chemical bonding is considered to be com-
pletely electrostatic. This turns out to be a very useful framework for estimating the
differences in reactivity of different metal oxide surfaces with varying surface topologies.
Both metal oxides and metal sulfide surfaces demonstrate Lewis acid and base properties,
which are subsequently converted into corresponding Brønsted acid and base forms upon
reaction. The concepts associated with the electrostatic-surface interactions are subse-
quently extended to include the contributions to the chemical reactivity of the surface
cations as the result of covalent bonding. We show how semiempirical chemical bonding
schemes designed to predict the reactivity of coordination complexes can also be used to
describe the reactivity of solid oxide surfaces.

We return to the elementary theory of Brønsted acidity which we introduced in Chapter
4 on zeolites in order to provide a more complete understanding of solid acid acidity and
its comparison with strong liquid acids. The acidity is strongly tied to the ability of the
medium to stabilize the anionic charge that forms yet destabilize the bonding between the
proton and the specific medium. We develop the general ideas on what controls acidity
by examining simple solution-phase acid–base systems. We use some of the general ideas
on liquid-phase acidity in order to understand solid acidity. The differences between the
liquid and solid acids become quite clear upon detailed comparisons and are highlighted
herein. We conclude the discussion on acidity with a section which describes in some detail
the acidity of heterpolyacids and their reactivity as a way to extend our understanding
of other solid acids.

In Section 5.6, we turn our focus to oxidation catalysis. We begin by first examining
the oxidation over reducible metal oxides. We describe some of the general mechanistic
features for carrying out selective oxidation catalysis and then subsequently outline some
general features that control the reactivity of reducible metal oxides. We demonstrate the
importance of these features by presenting various different selective oxidation reaction
systems. These examples are not inclusive and were chosen only to highlight some of the
important concepts. We conclude this section on selective oxidation by describing non-
reducible oxides and highlight some of their potential controlling features via different
example systems.

Molecular Heterogeneous Catalysis. Rutger Anthony van Santen and Matthew Neurock
Copyright © 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-29662-X
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The chemical bonding features of metal sulfide surfaces are related to those of the
reducible oxides. We discuss in detail a key question for supported metal sulfide catalysts:
“What is the state of the sulfide edge sites under catalytic conditions and the shape of
the sulfide particles?” In addition, we attempt to help elucidate the role of ions such as
Ni2+ or Co2+ in promoting reactivity for sulfide systems such as MoS2.

5.2 Elementary Theory of Reactivity and Stability of Ionic Surfaces

In this section we present surface reactivity concepts based on the extreme view that
the surface can be represented solely by a sequence of point charges. For most oxidic or
sulfidic components, this provides a very approximate view of their chemical bond. We
will build upon these ideas, however, in subsequent chapters, ultimately providing a more
accurate and complete picture of the surface-chemical reactivity of oxides and sulfides.

In general, chemical bonds have to be formed or broken in order to generate a metal
oxide or metal sulfide surface. There are, however, some oxides or sulfides where surface
formation can occur without the cleavage of chemical bonds. An example of the latter
system is found in the formation of the basal surface of layered clay materials or the
basal plane of layered sulfides as, for instance, MoS2. On such surfaces the covalent bonds
between the atoms present in the bulk remain intact on the surface.

The solid basal planes of layered materials such as MoS2 are held together by weak van
der Waals interactions between S–Mo–S layers when they contact each other. These layers
can also be held together via weak ionic interactions between the basal planes of layered
materials, such as those found in V2O5. In the smectite clays, the layers are kept together
by the electrostatic interactions with intercalated cations that compensate for the negative
charges of the clay doubly layer. Interestingly, the internal surface of the microporous
zeolitic systems, discussed in Chapter 4, is similar in that the micropore channel atoms
are completely coordinatively saturated. This is characteristically different from silica or
alumina surfaces that will be discussed later where the surface atoms are coordinatively
unsaturated. The formation of surfaces by the cleavage of bonds perpendicular to the
basal planes of layered compounds occurs with the loss of coordinating cations or anions
at the surface. Such surfaces are, therefore, highly reactive. This is in contrast with
the surfaces discussed above, in which no covalent bond has been broken. The basal
MoS2 surfaces expose coordinatively saturated S atoms which are chemically unreactive.
Similarly, the basal surfaces of neutral clay layers are also unreactive. On the broken bond
surfaces, the loss in the coordination of cations or anions leads to local charge fluctuations.
These charge fluctuations can lead to enhanced surface reactivity. The splitting of charged
surfaces requires a significant energy in order to separate the strong attractive charges.
Such surfaces tend to be unstable. The only surfaces that have a low surface energy
are those that are electrostatically neutral. In these systems the electrostatic interaction
becomes zero at very long distances away from the surface.

For polar, charged surfaces, this situation is completely different. For polar surfaces
such as ZnO, one surface is terminated by oxygen anions while the other terminated with
Zn cations. One surface has an overall negative charge, while the other has an overall
excess positive charge. As a result, a dipole moment builds proportional to the dimension
of a particle. In non-layered compounds, polar surfaces have to reconstruct such that the
external surface charge is reduced. Freund[1] describes three ways in which the system
can adapt in order to reduce the overall charge in the first layer of the surface:
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1. by a reconstruction of the surface affecting several layers.
2. by a terracing with a long-range periodicity.
3. by providing the surface with an adsorbed layer with only half the charge.

As we will learn later in this section, these processes are practically very important. The
sites of highest catalytic reactivity are often the edged corner positions. The concentration
of such sites is enhanced by Freund’s adaption processes. The effective charges on the
broken-bond surfaces are such that they induce Lewis acid- or Lewis basic-type reactivity
features. The local charge excesses on an ionic surface, considered to exist as a series of
point charges, can be estimated using Pauling’s valency definitions[2].

The Pauling valency or the strength of an electrostatic bond with a cation or anion is
defined as

S± =
∣∣∣∣ formal ion charge
number of nearest neighbor ions

∣∣∣∣
By way of example we use the concepts of Pauling valency to describe the reactivity
of MgO. MgO takes on a rock-salt structure. In the bulk each cation or anion has six
neighbors. For the Mg2+ ion, the Pauling bond strength equals

S+ =
2
6

=
1
3

and for the O2− ion, the Pauling bond strength becomes

S− =
∣∣∣∣−2

6

∣∣∣∣ =
1
3

S+ and S− are equal, as they should be since we are simply describing the same chemical
bond. In NaCl, the structure is the same, but the ions are lower in charge, thus S+ and
S− are now reduced to a value of 1

6 .
Let us now consider the MgO (100) surface, in which we have an equal number of

cations and anions and each has lost one neighbor, see Fig. 5.1. The charge excess of an
ion, e, is defined as the formal charge contribution Q of the ion, compensated by the bond
charge contribution of the nearest neighboring ions

e+ = Q+ −
∑

i

S−
i

e− = Q− +
∑

i

S+
i

On the MgO (100) surface, the excess ionic charges that result on the surface cation and
anion respectively are

e± = ±1
3

A positive excess ionic charge implies Lewis acidity whereas a negative charge implies
Lewis basicity. For a neutral surface, the sum of the excess positive and negative charges
must equal zero: ∑

i

e+
i +

∑
j

e−j = 0
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For a polar surface, there is an overall excess charge. The energy costs required for
creating polar surfaces are quite high because of the large energy penalty one must pay
in separating the strong electrostatic interactions between the positively and negatively
charged surfaces.

Whereas the (111) surface of MgO is polar and hence unstable, the (100) surface is
neutral and thus fairly stable.

Figure 5.1. Coordination of Mg2+ on the MgO (100) surface.

Brønsted acidity or basicity develops when a molecule of water dissociates on such an
oxide surface.

The question of whether H2O dissociates or not on the (100) surface of MgO was de-
bated for some time. First-principle DFT calculations were carried out on slab models
for the MgO surface and showed that H2O alone will not dissociate on the MgO (100)
surface[3] . The activation of H2O on MgO leading to surface hydroxylation requires coor-
dinatively unsaturated surface sites that can arise as surface vacancies or step edge sites.
In many cases, significant reconstruction can occur, ultimately leading to the formation
of a surface that is close to that of Mg(OH)2.

Here we will use the results of quantum-chemical studies of H2O dissociation on the
surfaces of alumina and titania, materials that are widely used as catalytic support sur-
faces and typically show limited reconstruction. The non-hydroxylated and hydroxylated
(100) surfaces of γ-Al2O3 are shown in Fig. 5.2[4].

The bulk Al2O3 contains Al octahedra that share oxygen atoms. The Pauling ionic
bond strength of an Al–O bond with respect to Al is

S+
Al =

+3
6

=
1
2

Each oxygen atom has four alumina cation neighbors so that S−
O = S+

Al, which is consistent
with a stable oxide.

The Al cation in the (100) surface (shown in Fig. 5.2) has a coordination number of
five, thus

e+
Al = +

1
2
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Figure 5.2. Relaxed configurations of γ-Al2O3 (100) surface for different hydroxyl coverages (θ in OH
nm−2. The most relevant surface sites are quoted.Aln stands for aluminum atoms surroundedby n oxygen

atoms, and HO–µm for OH groups linked to m aluminum atoms. Oxygen atoms are black, aluminum
atoms are shown in gray whereas hydrogen atoms are white[4].

The surface oxygen atoms each have three Al neighbor atoms, one of which is below the
surface, leading to an excess ion charge of:

e−O = −1
2

Scheme 5.1 Schematic highlighting of the products from the dissociation of water on alumina.

The charge excess here makes the surface more reactive. Water dissociation can there-
fore proceed heterolytically as shown in Scheme 5.1 to form the two different hydroxyl
intermediates labeled (1)and (2).

As illustrated in this scheme, hydroxylated surfaces can contain various different hy-
droxyl groups, each of which may present different vibrational frequencies (see Fig. 5.3).
The high-frequency bond is usually assigned to hydroxyl groups coordinated to a single
aluminum ion, and labeled type 1. Their chemical properties are usually Brønsted basic.
The low frequency O–H stretch is usually assigned to the hydroxyl coordinated to several
cations. As we will see, its chemical reactivity is Brønsted acidic.

Figure 5.2 shows the appearance of the two different hydroxyl intermediates, as well
as the stabilization of adsorbed H2O, which is often linked to hydroxyl (1) through the
formation of a hydrogen bond.

The Brønsted acidity or basicity of the hydroxyl groups in Scheme 5.1 can be deduced
from the Pauling ionic charge excesses:

ε−(O1) = −2 + 1 +
1
2

= −1
2

ε−(O2) = −2 + 1 +
3
2

= +
1
2
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Figure 5.3. Vibrational frequencies of free hydroxyls on oxide surfaces with different crystal structures[5].

The increased number of Al cation centers around O(2) induces an effective repulsion on
the proton, which helps to explain its acidic character.

This leads to an important general conclusion. When oxidic surfaces become exposed
to water, basic hydroxyls, as well as Brønsted acidic protons, may be generated upon
dissociation by water. The actual chemical reactivity will depend on the charge and radii
of the cation to which they bind. Simple ion charge excess estimates are quite useful in
deducing the chemical nature of the hydroxyl intermediates that can form.

For instance, for the silanol group, which is present on hydroxylated silica surfaces,
and is thought to be catalytically active but has an excess charge of zero:

ε−(O) = −2 + 1 + 1 = 0

The structure of the surface silanol is as follows:

The zero value, which by the charge excess theory would suggest that these silanol groups
are inactive, illustrates the approximate nature of the charge excess approach. The ac-
tual nature of the silanol can only be deduced by more accurate quantum mechanical
calculations which show that the silanol group behaves as a weak Brønsted acid.
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For a zeolitic proton, the charge excess on the oxygen is

ε−(O) = −2 + 1 + 1 +
3
4

= +
3
4

The structure around the zeolitic proton is:

The large excess in ionic charge indicates a destabilization of the proton, which therefore
makes it much more Brønsted acidic.

Very often, metal oxide surfaces will reconstruct when exposed to water as was dis-
cussed for MgO. We will illustrate the importance of such a reconstruction by comparing
the reactivity of the (001) surface of anatase (TiO2) with that of the rutile (110) surface
of TiO2. Both are the surfaces of lowest energy for the respective phases. The differ-
ence between anatase and rutile relates to the stacking of the TiO6 octahedra in both
phases. In anatase, the octahedra stack tetrahedrally, whereas in rutile they stack parallel.
Quantum-chemical results are available for both phases as well as for their corresponding
surfaces. We refer here to the work of Arrouvel et al. [6a] on the (100) surface of TiO2

anatase and of Lindan et al. [6b] on the (110) surface of rutile. The respective surfaces are
shown in Fig. 5.4a and b.

Figure 5.4. (a) Structure of the dehydrated TiO2(001) surface after relaxation (θ001) of anatase. Ti-

tanium atoms are black, oxygen atoms are gray. (b) Simulated system geometry of the TiO2(110) rutile
surface. Light and dark spheres indicate titanium and oxygen atoms, respectively. Perspective view show-

ing the slab geometry used. The 36-ion cell is extended for display purposes[6a].
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On the Ti-anatase (001) surface, Ti is five-coordinated and surrounded by two different
types of surface oxygen atoms. Half of them have three Ti ions as neighbors as in the bulk
(type I) whereas the other half have two Ti neighbors (type II).

The corresponding ion charge excesses are

ε+001(Ti) = +
2
3

ε−001

(
O(I)

)
= 0

ε−001

(
O(II)

)
= −2

3

Hence one expects H2O to dissociate with the generation of an end-on OH bonded to Ti
and a proton attached to O(II).

Figure 5.5 shows the resulting surface configurations for a completely relaxed system
as a function of water coverage.

Figure 5.5. Adsorption energy of water on the (001) surfaces as a function of coverage (titanium =

black, oxygen = gray and hydrogen = white. Insets give a ball-and-stick representation of the local
structures are shown[6a].

Clearly, the following reaction events occur:

The Ti–O(II) bond opens up, thus allowing two surface hydroxyls to form, and generating
hydrogen bonds.
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The Brønsted acidity of hydroxylated anatase is due to the additional stabilization of
the weakly acidic end-on OH groups that form due to hydrogen bonding. Such effects
have been experimentally reported for analogous hydrogen-bonded silanol nests[7] .

The (110) rutile surface has two different types of oxygen present. The four oxygen
atoms that surround the coordinatively unsaturated Ti cation (5f, Fig. 5.4b) have no
charge excess. The apical bridging oxygen atoms (θO, Fig. 5.4b), however, have an ion
charge excess ε−(O) = −2

3 .

Figure 5.6. Snapshots of the ionic configuration taken from a dynamic simulation of water dissociation.
(a) Initial configuration in which the water molecule lies in the (110) plane. The large gray, small white

and small gray speres represent oxygen, titanium and hydrogen, respectively[6b].

In agreement with our prediction, H2O dissociates, such that the proton attaches to an
apical bridging oxygen atom, θO, and OH− to the coordinatively unsaturated Ti atom.
Figure 5.6 shows that this indeed happens, with little relaxation of the surface. Because of
the large distances, there is no hydrogen bonding between the two hydroxyls. The larger
Brønsted acidity of rutile has to be ascribed to the charge excess of proton-coordinated
θO: ε−(O, θO) = +1

3 .
Pacchioni[8] summarized recently the results of quantum-chemical studies and experi-

ments aimed at characterizing the surfaces of ionic solids such as MgO and related oxides.
We present a number of the salient results from this study here. A schematic representa-
tion of the MgO surface which displays a surface terrace, step and edge sites and their
respective coordination numbers is shown in Fig. 5.7.

Adsorption experiments with CO have conclusively shown that CO adsorbs weakly
on the MgO terrace but more strongly on edges and corners sites. Using QM cluster
calculations, Petterson et al.[10] predicted CO adsorption values of 8, 18 and 48 kJ/mol
for the terrace, corner and edge sites, respectively. The adsorption of CO at terrace, edge,
and kink sites was found to lead to an upward shift in the CO stretching frequency by +9,
+27 and +50 cm−1, respectively. These results are consistent with the generally accepted
experimental data on this system of Wichtendahl et al.[11].

Interestingly, the adsorption energy of CO to Mg2+ located at an MgO corner site,
attached through three neighbor oxygen atoms, is close to the adsorption energy of CO
bound to an Mg2+ ion, ion-exchanged into a zeolite and charge compensated by a zeolitic
four ring sof tetrahedra (see Chapter 4 pages 179, 180). The upwards shift of the CO
frequency is also similar. The charges on the Mg ions located on the terrace and corner sites
are very similar. The Madelung constants, however, are proportional to the electrostatic
potentials and, hence, are quite different, as is shown in the caption to Fig. 5.7. The
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Figure 5.7. Schematic representation of an MgO surface; Mg2+ ions are represented as small spheres,
the O2− anions as large spheres. The subscript indicates the coordination number of each cation site.

The Madelung constants computed for these sites are: 1.681 Mg5c (terrace), 1.591 4c (edge), 1.566 Mg4c

(step), 1.344 Mg3c (corner), 0.873 Mg3c (step). The Madelung constant for a bulk Mg6c is 1.747. From

Sauer et al.[9].

Madelung constant M is the proportionality constant for the ionic energy of stabilization
of cation–anion pairs in an ionic solid: Eion = −M q2

r , where q is the ion charge and r
the nearest-neighbor cation–anion distance. The reduced polarization of CO at terrace
sites over those at corner sites is the main contribution to the reduced Mg–CO bond
energy. This reduction is due to the larger number of O2− ions coordinated to Mg2+ at
the terrace site. The interaction with the O2− anions reduces the electrostatic field at
CO, because their negative field counteracts the positive field from the Mg2+ cation. The
decreased effective electrostatic local fields are reflected by the decreased Pauling charge
excesses that we discussed above. The low reactivity of the MgO(100) for the dissociative
adsorption of H2 as well as H2O, together with the observations of reactivity at step edges
for these reactions, are consistent with these conclusions. The electrostatic basis to the
reactivity of the MgO surface is further elucidated by a comparison with CaO[12].

Based on theoretical studies, it is concluded that the MgO(001) surface is unreactive
towards CO2 and SO2. These surfaces, however, are known to contain defect sites such
as step edges and kink sites. The defect sites can be quite reactive to CO2 and SO2, thus
leading to the formation of surface carbonates and sulfites, respectively. The reactivities
of CaO, SrO and BaO are significantly greater than that of MgO whereby both CO2

and SO2 can react at the (100) terraces of these surfaces. This increase in activity is the
result of increasing basicity as one moves from MgO to CaO, SrO or BaO. This can be
explained by the differences in electrostatic potential between MgO and CaO, SrO or
BaO. Oxygen is more easily donated by oxides which have smaller Madelung potentials
and hence have weaker cation–anion interactions. This reduction is due to the larger
cation–anion distances for oxides with larger cation radii. For instance, the Madelung
constant for the bulk oxygen anion in MgO is 23.9 eV. CaO has the same cubic structure
as MgO but has a much larger lattice constant (2.399 Å in CaO versus 2.106 Å in MgO).
The Madelung constant for CaO is 20.2 eV, which is 3.7 eV lower than that for MgO.
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5.3 The Contribution of Covalency to the Ionic Surface Chemical Bond

In this section, we extend our treatment on ionic bonding to include covalent contribu-
tions and their relevance to oxidation catalysis. We provide a more detailed molecular
orbital analysis of the properties of these oxides by relating the electronic structure of
cations at the surface of the oxide with that found in corresponding organometallic cluster
complexes. As such, we can use more classical hybridization schemes to understand their
reactivity. Accurate calculations are available for the RuO2 system that have been used as
input to dynamic Monte Carlo simulations of the CO oxidation reaction to be discussed
in the next subsection.

5.3.1 CO Oxidation by RuO2

In order to begin to examine the effects of covalent bonding, we move from the more
classical ionic oxides such as MgO, Al2O3 and TiO2 to RuO2, which provides more co-
valent chemical bonding contributions. RuO2 is a natural extension for our discussions
since both the rutile and the anatase surface structures have been extensively examined
in the previous section. RuO2 is known to be efficient in the oxidation of CO down to as
low as room temperature[14] . CO oxidation is catalyzed by a range of other transition-
metal catalysts such as Pt (see also Chapter 8). At low temperatures on metals such as
Pt, however, the rate is greatly suppressed. CO is strongly bound to Pt and results in
blocking of active sites, which subsequently prevents O2 dissociation. This is not the case
on Ru since Ru readily forms RuO2, which turns out to be the catalytically active phase.
The dissociative adsorption of oxygen and the adsorption of CO tend to compete on the
RuO2 surface.

We analyze, here the interaction of CO with the RuO2 surface in detail, since CO is
often used as a probe molecule to estimate the Lewis acidity (see Section 4.2.3.1) The
chemisorption of CO on the Ru4+ ions of the rutile RuO2(110) surface [which has the
same structure of rutile TiO2(110) (Fig. 5.4b)] was calculated to be 120 kJ/mol [13,14].
The oxygen atoms around the Ru ions are all coordinatively saturated since they are
attached to three Ru neighbors. The binding energy of CO on the more stable RuO2(001)
anatase type surface (Fig. 5.4a) is only 70 kJ/mol. The decreased interaction energy is
due to the fact that two of the four surface oxygen atoms around Ru are now coordi-
natively unsaturated, thus leading to two stronger Ru–O bonds. Therefore, as follows
from the application of bond order conservation, the Ru4+–CO interaction energy on
the RuO2(001)surface is decreased compared with that on the RuO2(110) surface. The
adsorption energies are substantially less than the predicted DFT values on the metallic
Ru surface, where the adsorption energy is 180 kJ/mol atop Ru. This reduction in the
CO adsorption energy is mainly due to the substantially reduced interaction of CO with
the Ru metal s and p electrons on the oxide surface. In contrast the latter contribute
significantly to the metal–oxygen bond strength. The adsorption energies of CO adsorbed
on Ru4+ are relatively high compared with the interaction with a hard or soft cation as
found in the zeolites (Section 4.2.3.1). This is due to the relatively high charge on Ru4+

and to the additional interactions with the d-electronic orbitals.
The electronic structure of RuO2 can be deduced by inspection of Fig. 5.8a and b.
Figure 5.8a compares the LDOS on oxygen in the RuO2 bulk with that of oxygen

at the surface. The main contribution to the LDOS of oxygen is from the 2p atomic
orbitals. In Fig. 5.8a one notes a gap in the LDOS at –2 eV below the Fermi level. The
density of states below –2 eV is assigned to electrons localized mainly in bonding orbitals
with oxygen. The density of states above –2 eV is due to electron density in antibonding
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Figure 5.8a. Electronic structure of RuO2, comparison of local density of states (LDOS) of oxygen in
bulk and at the (110) surface. Adapted from Y.D. Kim et al.[15].

Figure 5.8b. Pseudo valence charge density contour plots of the (a) RuO2(110) surface in comparison
with (b) the RuO2(001) surface cut through the cus-Ru atoms. These plots are defined as the difference

between the total valence electron density and a linear superposition of radially symmetric atomic charge
densities. Contours of constant charge density are separated by 0.15 eV/Å3. Electron depletion and accu-

mulation are marked by dashed and solid lines, respectively. In addition, regions of electron accumulation
are shadowed[15].

orbitals mainly localized on Ru. One deduces from Fig. 5.8a a higher electron density on
the oxygen atoms at the bridging sites (br) and a lower electron density on the oxygen
on the coordinatively unsaturated (cus) sites (see Fig. 5.9a for notation). The smaller
number of cation neighbors leads to less electron donation. The decreased band gap also
indicates a lower electron density on surface Ru. The Ru atoms have less than half of
their atomic density unoccupied, in agreement with their high positive charge. This is
confirmed by the charge density difference plots of the RuO2 (110) and (001) surfaces,
respectively (Fig. 5.8b). One notes the decrease in charge densities on Ru and increased
densities on oxygen.

The mechanism for CO oxidation over the RuO2 (110) surface is fairly well understood
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Figure 5.9. a) Perspectiveview of the RuO2(110) surface, illustrating the two prominentadsorption sites

in the rectangular surface unit cell. These sites are labeled as the br(bridge) and the cus(coordinatively
unsaturated) site, and both are occupied with oxygen atoms. b) Regions of the lowest–energy structures

in (µ0O, µCO space. The additional axes give the corresponding pressure scales at T=300 and 600 K.
In the hatched region gas phase CO is transformed into graphite. Regions that are particularly strongly

affected by kinetics are marked by white hatching. [16]

[16]. The surface thermodynamics and the kinetics have been studied by first-principle
DFT calculations in combination with dynamic Monte Carlo simulations. Figure 5.9 shows
the reactive O atoms and vacant adsorption sites on the RuO2(110) surface. Two Ru
atoms are present at the surface. The Rucus atom has five oxygen atom neighbors and
the other Ru atom is coordinated to six oxygen atoms. The four surface O atoms (Obr

that coordinate to Rucus are all coordinatively saturated.

Table 5.1. DFT binding energies, Eb, for CO and O [with respect to (1/2)O2] at br and cus sites (Fig.
5.9a), diffusion energy barriers, ∆Eb

diff
, to neighboring br and cus sites, and reaction energy barriers,

∆Eb
reac, of neighboring species at br and cus sites. All values are in eV[16b]

Eb ∆Eb
diff ∆Eb

reac

————————— ——————————
to br to cus with CObr COcus

CObr –1.6 0.6 1.6 ...
COcus –1.3 1.3 1.7
Obr –2.3 0.7 2.3 1.5 1.2
Ocus –1.0 1.0 1.6 0.8 0.9

Ocus sites terminate the oxygen octahedron that surrounds the coordinatively saturated
Ru atom. During reaction Obr may exchange position with an adsorbing CO molecule
(CObr) and, both CO and O can adsorb to the coordinatively unsaturated Rucus atom
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giving COcus and Ocus, respectively. The calculated binding energies, diffusion barriers
and activation energies for different surface reaction steps on the RuO2(110) surface are
given in Table 5.1. One recognizes the small interaction energy of Oad as Ocus and the
relative strong bonds of three-fold coordinated CObr and Obr. Figure 5.9b illustrates the
different surface phases that are formed in thermodynamic equilibrium with gas-phase
CO and O2. At high O2 pressure and low CO pressure, the ideally terminated RuO2

surface is stable (Obr/Ocus). When the CO pressure increases, CO initially adsorbs as
COcus and at very high pressure begins to substitute not only for Ocus but also for Obr.
The Dynamic Monte Carlo results show that maximum CO oxidation occurs at a surface
that is to be described as a disordered phase. This phase occurs in the boundary region of
the stable phases shown in Fig. 5.9b, in particular between the Obr/COcus and Obr/Ocus

phases. At low CO partial pressure and relatively high O2 pressure the Obr/Ocus phase
is stable, on which CO only rarely adsorbs and the CO2 rate is extremely low. When
the CO pressure increases, at T = 600 K, PCO = 20 atm and PO2 = 1 atm, the average
occupation numbers are

Nbr
CO = 0.11, N cus

CO = 0.70, Nbr
O = 0.89 and N cus

O = 0.29. The rate of CO2 formation
is high and dominated by the reaction between COcus adsorbed to coordinatively un-
saturated Ru and Ocus, the coordinatively unsaturated apex O atom. At very high CO
pressure the CObr/COcus surface is formed, close to the state of the reduced Ru surface.
The rate of CO2 formation is now suppressed because the surface is poisoned with COad.

5.3.2 Atomic Orbital Hybridization at Surfaces; Hydration Energies

The differences in chemisorption between transition metal and transition-metal oxide
surfaces, as discussed above, are quite general and are very similar for the other oxides
and for sulfides and other ionic solids. The electronic factors that control this behavior
can be captured by relating the cations in the oxide to the metal atoms in well-defined
coordination complexes.

By way of example, we probe the adsorption and dissociation of water. Water is also
known to dissociate heterolytically on the RuO2 surface. The 5s and 5p electron energies
of Ru (a second-row transition metal atom, located in Group VIII, with higher ionization
energies) are lower than the corresponding 4s and 4p electronic energies of Ti because of
the higher effective nuclear charge of Ru. Hence the OH− anion will be more strongly
bonded to the unoccupied lone-pair orbital of Ru4+ than Ti4+. The Ru-oxide surface will
hence, be more Lewis acidic than that of Ti oxide. On RuO2 the RuO bonds are stronger
than in TiO2 and, hence the Brønsted acidity of the hydroxylated RuO2 (110) surface is
also greater. The overall result will be that H2O dissociates more easily on RuO2 than
TiO2.

The chemical reactivity of transition-metal oxides or sulfides can be understood in terms
of elementary quantum-chemical concepts by using the hybridization schemes introduced
earlier for the metal–carbonyl clusters analyzed in Section 3.3.1. The following hybridiza-
tion schemes are proposed for different geometric arrangements: six d2sp3-orbitals for
octahedrally coordinated transition metals with three nonbonding d-orbitals; four-sp3

orbitals with five nonbonding d-atomic orbitals and also four dsp2 orbitals for planar
four-coordinated metal atoms and two nonbonding d-atomic orbitals (see the Addendum
in Chapter 3 for a background on hybridization).

This can be generalized to bonding in the oxides and sulfides, when each anion neighbor
of a cation is considered to contribute two electrons to σ-type cation–anion covalent bond.

The electronic structure on the cation is very similar to that in the coordination com-
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Figure 5.10. Isolable orbital schemes indicating similarity in reactivity based electron count and coor–

dination[17].

plexes. Therefore, the electronic structure of the surface cations can be deduced by using
the same hybridization schemes but counting now two σ electrons for each oxygen or
sulfur atom. For example, in Co2O3, Co3+ is coordinated to six oxygen atoms. Within
this model description, the six Co d2sp3 orbitals strongly overlap with six σ-type oxygen
orbitals, which results in six low-energy bonding and six high-energy antibonding σ-type
directed orbitals. The 12 oxygen electrons will occupy the six bonding σ-type hybridized
bonding orbitals. The six electrons left will occupy the three nonbonding d-atomic orbitals
continue. At the (111) surface of Co2O3, one oxygen–cobalt bond will be broken. Co3+

now creates a σ-type empty d2sp3-orbital that acts as a dangling bond along the surface
normal. In Co2+, this dangling bond would be occupied with one electron.

In Figure 5.10, orbital schemes are summarized for coordination complexes predicting
the dangling bonds that arise when ligands are removed. A systematic analysis has been
developed based on the total electron count and dependent on geometry [17]. There is
a so-called isolable correspondence between different molecular systems with different
coordinatively saturated structures having the classical 8, 18 or 16 valence electron count
(Fig. 5.10, compounds 2, 6, 14 and 10). For example, column two in Fig. 5.10 shows
the development of lone-pair orbitals according to the d2sp3 scheme. In the Cr complex
six σ bonding orbitals with ligands occur. Each ligand contributes two electrons. The
nonbonding d-atomic orbitals of Cr contain six electrons. On moving to Mn, a position
lower in the column concerned, one electron is added to the system that in the MnL6

complex would have to occupy an antibonding σ-type orbital. The complex prefers instead
to remove a ligand with formation of MnL5 and a lone–pair orbital occupied with one
electron. Replacing Mn by Fe adds another electron. Double occupation of a lone-pair
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orbital is disfavored over losing another ligand, hence FeL4 is stable, with two lone-
pair orbitals. The isolable correspondence refers to the similarity of the lone-pair orbital
arrangements one discovers when comparing complexes in the same row, deduced from
different parent structures. The CH2 fragment can be considered isolable with FeL4 or
NiL2. Figure 5.10 helps not only to predict the reactivity of coordinatively unsaturated
transition metal–ligand complexes, but also to clarify the reactivity of surface cations
with related local topology and similar electron counts.

For instance, the electronic structures of TiO2 and RuO2 are analogous to the clusters
in the CrL6 row in Fig. 5.10, with the exception that unoccupied nonbonding d-states of
the metal result in a formal charge of four on Ti. On Ru, four electrons occupy the three
nonbonding d–atomic orbitals according to this hybridization scheme. The octahedral
coordination with oxygen gives bonding and antibonding σ orbitals between Ti and O, of
which the six bonding orbitals are occupied. At the anatase (001) surface a non-occupied
d2sp3 orbital will appear as a dangling bond. When Ti4+ is reduced to Ti3+, this surface
dangling bond would become occupied with one electron. Replacing Ti by V would create
an empty surface dangling bond for V5+, a surface radical orbital for V4+ and an occupied
V3+ dangling bond with two electrons. The last situation would be unstable and could
initiate a reconstruction with reduction of oxygen coordination.

Figure 5.10[17] indicates that five-coordinated Ti has one empty dangling orbital per-
pendicular to the surface, two empty dangling orbitals for four-coordinated Ti at the
anatase or rutile surface etc.

On the RuO2 (110) surface the σ-type lone-pair orbital is nicely recognizable in Fig.
5.8b. When CO binds to the rutile RuO2 (110) surface, the σ-type orbitals will have
a bonding interaction with this empty dangling bond. The d-electrons in nonbonding
orbitals will back-donate electrons into the CO 2π∗ orbitals. Back-donation will be limited
because of the high charge on Ru.

We will conclude this section by summarizing the interaction energy with cations,
using as illustration the hydration enthalpy of M2+ ions of the first-row elements[18]. The
electrostatic interaction increases with decreasing cation radius and increasing cation
charge.

Figure 5.11. The hydration enthalpy of M2+ ions of the first row of the d elements. The straight lines

show the trend when the ligand field stabilizationenergy has been subtracted from the observed values[18].
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As can be seen in Fig. 5.11, the hydration enthalpy increases with decreasing cation size
across a row in the periodic table. Hence an OH− group attached to Ni2+ is expected to be
more strongly bonded than one to Ca2+. For similar surface topologies, the Ni2+(OH)−

group is predicted to be less basic than Ca2+(OH)−. In the (100) surface of the rock-salt
structure, the ion charge excesses on the corresponding oxygen atoms are the same for
nickel oxide and calcium oxide, ε = 1

3 , indicative of a basic group. Ion charge excesses are
only sensitive to surface topology, and cannot predict properties that are cation or anion
dependent other than when the charge is changed.

In addition to the electrostatic effect, there is the contribution to the chemical bond
which is the result of the distribution of electrons over the metal d-atomic orbitals, the
ligand field effect[19]. The contribution of this effect is smallest when only five electrons
are present and distributed over the five d-atomic orbitals. The each electron occupies
one atomic orbital (the high-spin state) thus resulting in a spherical electron distribution.
When the electron distribution is nonspherical, additional stabilizing interactions occur
due to the redistribution of electrons over the d-atomic orbitals. This effect is a maximum
for d-electron counts of three or eight.

Interestingly, the catalytic activity for different first-row metal oxides shows two max-
ima across the periodic table for catalytic reactions involving C–C and C–H activation.
Dowden and Wells[20] showed that 3d5 (Mn2+, Fe3+), 3d0 (Ti4+) and 3d10 (Zn2+) cation-
containing oxides show the lowest activity, whereas 3d3 (Cr3+), 3d6 (Co3+), 3d7 (Co2+)
and 3d8 (Ni2+) cation containing oxides have the highest activity (Fig. 5.12).

Figure 5.12. The catalytic activity of metal oxides along the first row of the periodic table. Adapted

from D.A. Dowden[20].

In this section we have related the reactivity of oxides to cation properties such as
charge, radius and ligand field stabilization. In Section 5.1 we have seen that differences
in the reactivity of anionic-oxygen atoms as well as electrostatic effects are important also.
In Section 5.6.8 we will emphasize reactivity differences in selective oxidation further in
relation to the type of surface. We will again see that it is important to distinguish between
coordinatively saturated surfaces and surfaces formed by metal–oxygen bond cleavage.
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5.4 Medium Effects on Brønsted Acidity

In order to understand he physicochemical basis of Brønsted acidity, it is important to
distinguish between homolytic and heterolytic dissociation and the corresponding energies
related to each process. p

Ediss(HOMO) = EHX − EH − EX

Ediss(HETERO) = Ediss(HOMO) + I.P.H + E.A.X

The homolytic dissociation energy is the energy cost to separate a molecular bond into
neutral atoms. The heterolytic dissociation energy is the energy required to split a molecu-
lar bond into oppositely charged ions. This involves the energy necessary to dissociate the
molecule homolytically into neutral fragments [Ediss(HOMO)] plus the energy required
to remove an electron from the more electropositive fragment (ionization potential I.P.H]
and place it in the more electronegative fragment (electron affinity [E.A.X]) as is shown
above.

The acidity of a molecule strongly depends on the medium in which it is studied.
Most studies are typically carried out in water. The concentration of the hydronium ions
(H3O+) that form in water determines the solution pH. The following equilibrium is key.

HX(aq) + H2O(e) ⇀↽ H3O+(aq) + X−(aq)

This equilibrium is controlled by the dissociation energy of HX and the stability of the
solvated H3O+ and X− intermediates that form.

In the halides, the electron affinity does not vary much, hence the changes in the
homolytic dissociation energy of HX determines the changes in the equilibrium constants.
The same holds in comparing H2S with H2O. The results, however, are quite different if
one compares the acidity across a row in the periodic table, such as H2O compared with
HF or H2S compared with HCl.

Tables 5.2 and 5.3 present the energies for the homolytic dissociation of various HX
species [Ediss(HOMO)]and the electron affinities [E.A.X])] for their corresponding anions
(X−), respectively.

Table 5.2. The homolytic dissociation energy for Ediss HX in kcal/mol

H2O 119 HF 136

H2S 90 HCl 103

Table 5.3. The electron affinity [E.A.X])] of the X− anion in kcal/mol

OH 42.4 F 79.6

SH 50.4 Cl 83.2

The difference in electron affinity between OH and F or SH and Cl is much larger than
the corresponding homolytic bond energies. HF in H2O is more acidic than H2O itself,
because F− is more stable than OH−. The same holds for the difference in acidity of H2S
and HCl.
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The stability of the hydronium ion determines the pH of water or that of other acids
dissolved in water. This changes when we compare the acidity in different solvents. Neat
acids such as HF and H2SO4 are much more acidic than when they are dissolved in water.
This is because different protonated species are present. For HF dissolved in HF there is
the equilibrium

2HFsolv
⇀↽ [HFH]+ + F−

The difference from HF dissolved in water is the relative stability of [HFH]+ versus H3O+.
The deprotonation energies for HFH+ and H3O+ were calculated to be 652.7 and 957.2
kJ/mol, respectively. The differences in relative stability imply a much smaller equilibrium
concentration of [HFH]+ than [H3O]+ normalized on the same HF concentration. The
much smaller deprotonation energy of HFH+ compared with H3O+ implies a much higher
reactivity of H+ attached to HF than attached to H2O.

Such medium effects imply a dramatic difference between acid catalysis carried out
over acidic surfaces in a gas-phase medium and that carried out in a polar solution phase
medium in the absence of a heterogeneous solid acid surface. On a solid surface, the
activation of an adsorbate occurs from a neutral state since the carbenium ion states are
typically unstable and serve as transition states. On the other hand, protonation in a
solution can occur from an ionized state, in which reactant molecules have already been
protonated. This explains the much higher reactivity for protonation reactions which
occur in polar media.

An interesting comparison for acid dissociation carried out in neat and in aqueous
media was presented by Kazansky[21] for the sulfuric acid system.

HA ⇀↽ H3Osolvated
+ + Asolvated

−in water :
(H2SO4)2 ⇀↽ H3SO4solvated

+ + HSO4solvated
−in neat sulfuric acid :

The dissociation of sulfuric acid is exothermic in water (∆E = −83.6 kJ/mol), whereas
in neat sulfuric acid the heat of autodissociation is slightly endothermic (∆E = +18.8
kJ/mol). Notwithstanding their low concentration, the catalytically active species in the
solvent will be H3O+ or H3SO4

+. The high reactivity of H3SO4
+ arises from the much

lower deprotonation energy for H3SO4
+ than H3O+.

The essential difference between proton transfer from a neutral complex and protonated
state becomes clear in comparing the activation of isobutene by the neutral (H2SO4)2
cluster shown in Fig. 5.13a and H3SO4

+ shown in Fig. 5.13b[17]. There is a high activation
barrier for proton transfer in the neutral system (100 kJ/mol for the H2SO4 monomer as
shown in Fig. 5.13a) as compared with the low activation barrier (14 kJ/mol as shown in
Fig. 5.13b) and high exothermicity for protonation in the charged system.

The interaction energy of a carbenium ion with a neutral sulfuric acid molecule is only
64 kJ/mol, compared with a C–O bond dissociation energy of 760 kJ/mol for the neutral
tert–butyl sulfuric acid. The QM results are corrected for solvation energy affects by using
a continuum model (see also Chapter 6. page 290) that describes the dielectric response
of the solvent medium on the energy of dissociation for the reaction:

[t-butylH2SO4]solvated
+ −→ [t-butyl]s + + H2SO4solvated

The reaction now becomes exothermic at –57 kJ/mol and, hence, the protonated isobutene
is a stable compound in solution. This result illustrates the importance of solvation on
reactions in polar media with high dielectric constants.
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Figure 5.13a. Energy profile for isobutene interaction with dimeric sulfuric acid (H2SO4)2. (a) π-
Complex; (b) transition state. (c) t-C4H2SO4 .H2SO4 . ∗ The data on the reaction with monomeric sulfuric

acid are given for comparison[22].

In contrast to the low activation barrier for the protonation of isobutene in sulfuric acid,
the computed activation energies for isobutene protonation in a zeolite using comparable
models are much higher, namely ∼70 kJ/mol. In Chapter 4, the formation of protonated
isobutene in mordenite is considered in more detail. It is concluded that protonation is
an activated process with respect to the adsorbed π-complex and that the protonated
isobutene forms an alkoxy complex. This chemistry is very similar to that discussed here
for protonation of isobutene with (H2SO4)2 (Fig. 5.13a).

Protonation in zeolites is also extensively discussed in Chapter 4. Zeolitic protons (see
page 163) are part of the zeolite (SiO2/Al2O3) microporous system. The zeolite is made
up of a rather rigid medium with a low dielectric constant (ε ≈ 2). Chemistry in zeolites is,
therefore, closer to that which is carried out in a vacuum rather than in solution. Solvation
effects remain limited to the relatively small adjustments of the lattice atom positions that
occur in the direct environment of adsorbed cations or anions. Electrostatic charges are
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Figure 5.13b. Energy profile for isobutene interaction with protonated sulfuric acid (H3SO+
4 ). (a) π-

Complex; (b) transition state; (c) Ion–molecular complex[22].

only screened by polarization of nearby lattice oxygen atoms. In a protonation reaction,
the interaction between positively charged reactant cation state and the negative charge
on the zeolite lattice is a critical in establishing the energy or the transition-state energy.
In zeolite catalysis, the protonated intermediate is always a highly activated complex and
usually part of the transition state.

For reactions in H2O an analogous discussion applies as for reactions with the proto-
nated sulfuric acid form. The reactive intermediate now, however, is H3O+. H3O+ has a
much stronger OH bond than H3SO4

+, and hence its reactivity is much less. The species
that is formed by reaction with alkene in an aqueous solution can best be compared with
protonated alcohols forms typically known as alkyl oxonium ions[23]. Protonated alkene is
hydrated in aqueous media. The formation of alkyloxonium ions instead of the carbenium
ions in H2O can be viewed as due to the basicity of water. The major difference between
solid acids and acidic solutions arises because the hydrogen atoms in solid acids are part
of strong covalent bonds and are not present as protons that are present in in the solution
phase. In a solution there is a equilibrium between non-dissociated acid molecules and the
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ionized ions, solvated by the solvent. Their equilibrium defines the pH of the solution. In
a solid acid there is no counterpart of the pH. Acidic chemistry evolves only upon contact
with a reactant. The protonated intermediates often only exist as part of transition states.
Acidity in solid acid catalysis has to be considered a kinetic phenomenon.

5.5 Acidity of Heteropolyacids

Heteropolyacids are unique molecular metal oxide clusters which contain acid, base and
redox functionality that can be varied over a fairly broad range in order to tune their
potential catalytic behavior. The polytungstate forms have Hammett acidity values of
Ho = –13.1 which, ranks them as being more acidic than 100% H2SO4 (Ho = 12). They
are, therefore, known as superacids. However, the use of Hammett indicators is based on
color changes of the indicator molecule by protonation. In solution their is a equilibrium
between protonated indicator molecules and non-dissociated acid molecules. On the solid
acid the protonated indicator molecule is stabilized by the negative cgarge of the ionized
surface. This is very different from solvation phenomena in solutions. Hence interpretation
of Hammett indicator measurements on solid acids is not straightforward and immediate
comparison with their use in liquid acids is not justified. We discussed an analogous
situation in Chapter 4 for acid catalysis of zeolites. There we noted that adsorption
effects obscure intrinsic acidity similarities or differences. The heteropolyacids are stable
both in solution and in the solid state. They can also be readily supported on silica or
other metal oxide supports. They have therefore been considered as possible alternatives
to replace the highly corrosive and environmentally toxic HF and H2SO4 liquid acids
presented in the previous section for low-temperature acid-catalyzed reactions such as
isomerization and alkylation[24]. The most predominant form studied in the literature
is the Keggin structure. The phosphotungstic form of the Keggin unit is shown in Fig.
5.14. The Keggin structure is comprised of primary, secondary and tertiary features. The
primary Keggin unit (KU) is made up of a central metal oxide tetrahedron comprised of
a central atom such as P or Si which is directly bound to four oxygen atoms. The charge
imbalance between the central atom and its oxygen ligands leads a negatively charged
anionic core.

Their central anionic tetrahedron core is surrounded by twelve outer metal oxide oc-
tahedra that form an outer metal oxide shell that acts to delocalize the charge on the
central cluster. These outer metal–oxide octahedra are comprised of a metal atom that
sits in the center, known as the addenda atom, surrounded by six oxygen atoms. The
negative charge in this system is then delocalized over the outer metal oxide shell. The
resulting cage structure contains three uniquely different oxygen atoms. The first are
the terminally bound tungstenyl (W=O) oxygen atoms. The other two refer to bridging
oxygen atoms from either the corner- or edge-sharing octahedra that make up the outer
shell. The heteropolyanion form is subsequently converted to the acid form by the addi-
tion of protons at external oxygen atoms of the cage. The protons can reside at either
the corner- or edge-sharing oxygen bridges or the terminal oxygen atoms. The calculated
energy difference indicates that there is typically a small site preference for the bridge
sites but that the energy difference between each of these sites is not very large (< 15
kJ/mol). The charge of the anion can essentially be considered to be delocalized over the
entire outer shell of the Keggin structure. This delocalization gives rise to a lower proton
affinity, which would imply a greater acidity for these materials.

In the solid state, the primary Keggin structures pack into secondary and tertiary
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forms. In the secondary structure, six water molecules of hydration come together to
aid in assembling primary Keggin structures into a hexahydrate BCC form. The waters
of hydration can form around an internal proton which exists in the form of the H5O2

+

Zundel ion in the center of the hexahydrate cage. These “inner” protons may be considered
inaccessible to reagents that cannot penetrate into the secondary structure.

Thermogravimetric analysis indicates that the waters of hydration are removed at
temperatures above around 500 K. This can lead to a dehydrated secondary form. Ab
initio calculations indicate[25] that the loss of secondary water molecules will begin to
isolate protons on the bridging positions between two Keggin units (Fig. 5.16), which for
the most part will be inaccessible for reaction.

Figure 5.14. The Keggin structure of the PW12O40
3−, identifying the three types of oxygen atoms

in the structures[25]. The hexahydrate heteropolyacid contains typically six water molecules per Keggin

unit. The water molecules essentially help to assemble and pack the primary structure into an organized
secondary hierarchy. A computed representation of the secondary H3PW12O40 .6H2O hexahydrate form

is given in Fig. 5.15.

The use of HPAs to catalyze specific reactions heterogeneously requires anchoring these
molecular cages to a particular support. Silica currently appears to be the favorite used in
the experimental literature. The supported Keggin structure can readily be modeled by
examining just the interactions between the reactants and the primary Keggin structure.
DFT calculations were carried out to establish the proton affinities for at various sites on
the Keggin structure and for different compositions for both the addenda and the central
atoms. The results for the adsorption of the proton on the primary PW12O40

3− Keggin
structure are depicted in Fig. 5.14[26] and summarized in Table 5.4[26].

The results demonstrate that the proton attached to the Keggin unit with a charge
of 3− is, as should be expected, the strongest interaction resulting in a proton affinity
of 1591 kJ/mol. The presence of additional protons on the metal oxide cage ultimately
compensates for the negative charge and lowers the proton affinity. The proton affinity
of the third proton is lowest at 1077 kJ/mol. This is significantly lower than those for
zeolites with low aluminum concentration. The affinity of the HPA for the second proton
(1349 kJ/mol) is actually closer to the affinity found for zeolitic protons. The strength of
these bonds is thus indicative of strong Brønsted acidity for the HPAs.

From Table 5.4, one can see that the whereas the proton prefers the bridging oxygen
atoms, the difference between the bridge and atop sites is fairly small, which would suggest
that the proton may be quite mobile, having the ability to diffuse between different sites.
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Figure 5.15. The optimized BCC structure of the H3PW12O40 .6H2O hexahydrate form. In this struc-

ture, all Od atoms are bound to an H5O2
+ species; however, many of these species have been omitted

for simplification. (A) The view of one face of the BCC structure. (B) The relationship between KUs on

an edge of the cube and the nearest-neighbor body-centered Keggin unit[25].

The high Brønsted acidity found for heteropolyacids is further confirmed by ammonia
adsorption studies on isolated anhydrous HPW structures[27] . The adsorption of ammonia
on Mo- and W-based heterpolyacids were compared. The calculations of ammonia bound
to the trimer HPA complex reveals chemisorption energies of –103 and –141 kJ/mol for
the HPMo and HPW structures, respectively, comparable to values found for zeolites
with a low concentration of alumina. The results compare very favorably with the values
from microcalorimetric NH3 adsorption experiments. Ammonia adsorbs in a bidentate
configuration, thus leading to a proton transfer and the formation of the ammonium
ion upon adsorption. Ammonium formation tends to occur when ammonia adsorbs at
the higher coordination sites. The energy cost required for charge separation must be
compensated for by the stabilizing electrostatic interactions [27]. The weaker acidity for
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Figure 5.16. Structures resulting from the removal of two of the six water molecules of hydration from

H3PW12O40 .6H2O. The remaining anhydrous H+ atom locations are at (A) bridging an Od atom and an
Oc atom of the nearest-neighbor body-centered KU, and (B) bridging an Ob atom and an oxygen atom

of a water molecule of hydration bound to the nearest-neighbor body-centered KU. Relative energies are
given with respect to the optimal configuration (A). All distances are given in å. There are two remaining

H5O2
+ species per KU and only those in close proximity to the anhydrous proton are shown[25].
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the HPMo compared with that of the HPW is consistent with the higher ionization
potentials for sixth row transition metals compared with third row transition metals and
relates to partial screening of nuclear charge by the atomic f-electrons.

The acidity of the PW12O40
3− is such that it can stabilize the adsorption of an alkene.

Janik et al.[28] have shown that the barriers for the protonation of ethylene, propene,
2-butene and isobutene are 69, 50.5, 51 and 14 kJ/mol, respectively. The results indicate
that the formation of the carbenium ion from the π adsorbed state is favored on the
Keggin structure over the similar corresponding state in the chabazite (see Chapter 4). For
example, the barrier for the protonation of propene in chabazite was calculated to be +56
kJ/mol in comparison with the value of 50.5 kJ/mol calculated on the phosphotungstic
(HPW) Keggin structure. The barriers, however, for the reaction of a surface alkoxy to
the carbenium ion state are all higher on phosphotungstic acid than on chabazite.

The barriers for formation of ethylene, propene, 2-butene and isobutene from the alkoxy
HPW states were calculated to be 114, 93.7, 87.8 and 64 kJ/mol, respectively, as compared
with the value of 83 kJ/mol for propene over chabazite. Cleavage of the alkoxide bond
initiates consecutive reaction steps necessary for many hydrocarbon conversion reactions.

The catalytic differences between protonic zeolites and the HPW structures are likely
due to the greater stability of the alkoxide reactant state on the HPW structure than that
on chabazite.

Table 5.4. Calculated proton affinity values for progressive addition of three protons to each of the

oxygen types of PW12O40
3−[26]

Proton affinity (kJ/mol)

Site 1st proton 2nd protona 3rd protonb

Ob 1579 1349 1077

Oc 1591 1340 1079

Od 1564 1321 1071
a The calculations for finding the position of the second proton were performed with the
1st proton on its preferred Oc site.
b The 3rd proton calculations were performed with both the 1st and 2nd on their preferred
Oc and Ob sites.

5.6 Oxidation Catalysis

5.6.1 Introduction

Metal oxides are quite diverse and posses a wide range of different properties which
make them active materials for the conversion and selective oxidation of a wide range of
different reagents. They can be used as acid, base, reducible, non-reducible and bifunc-
tional catalytsts to carry out specific reactions. The mechanisms that govern the reactions
over these materials, however, can be quite different. Here we will predominantly discuss
hydrocarbon oxidation. The selective oxidation of hydrocarbons tends to proceed via a se-
quence of elementary steps which include: the activation of a C–H bond, oxygen insertion
into activated hydrocarbon intermediate, subsequent C–H activation steps, desorption
of products, and the regeneration of the active site[29]. The initial C–H activation step
is thought to be the rate-determining step for a range of different oxidation processes.
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Subsequent oxidation and C–H activation steps, however, tend to control the selectivity
and the slate of final products that form. C–H activation can proceed through either ho-
molytic or heterolytic processes depending upon the catalyst that is used and the nature
of the active site. Homolytic C–H activation processes usually lead to the production of
free radical intermediates whereas heterolytic activation leads to the formation of charged
complexes. The heterolytic activation of a C–H bond can occur through the formation of
a carbanion intermediate which is bound to a surface metal cation and a proton which
binds to a nearby surface oxygen atom, thus forming a surface hydroxyl intermediate.
Alternatively, the heterolytic activation of the C–H bond can lead to the formation of a
metal hydride (M–H) and a surface alkoxide intermediate.

The overall selectivity for oxidation depends not only on the composition of the cat-
alytic material, but also on the type of active oxygen species that are present at the
surface. Oxygen on the surface can exist in various different forms ranging from adsorbed
O2 to fully oxidized atomic oxygen (O2−) as is shown in the Eq. (5.1) below [29−32].

O∗
2 < O−

2 < O− < O2− (5.1)

The first three of these oxygens (O2
∗, O2

−, O−) are typically electrophilic. They tend to
activate C–H bonds and lead to total oxidation of the reactants. O2−, however, is more
nucleophilic and can insert into the carbon–carbon bonds of the reactant molecules, thus
favoring more selective oxidation paths.

The activation path along which one proceeds is strongly dependent on the nature of
the active catalyst and the support that is used. As mentioned already, selective oxidation
can occur over both reducible and non-reducible oxides. Oxidation over reducible oxides
undergoes direct O2 activation at a metal center, thus leading to changes in the oxidation
state of the metal. The metal is subsequently reduced upon reaction with the hydrocar-
bon. The active catalyst then cycles between reduced and oxidized states. Kulkarni and
Wachs[33], for example, have shown that redox activity over different metal oxides can
vary by over six orders of magnitude. Catalysis over non-reducible oxides, however, does
not involve a change in the oxidation state of the metal. Instead, it requires the presence
of promoters, defect sites, or sites on the oxide that do not require changes in the redox
character of the cations[34] to help activate hydrocarbon reagents. Regardless of which
path is ultimately taken, there are a number of properties for the different oxide mate-
rials that can ultimately be tuned to influence the actual catalytic behavior. The factors
that typically control the properties of these catalytic systems, ultimately dictating the
specific chemistry that occurs, depend upon the structure, composition, and electronic
properties of the metal oxide surface. We describe here the most direct effects on catalysis
which arise from changes in the structural or electronic features of the active site directly
and the effects of changing the overall environment of the system. This includes:
1) Degree of coordination of the active site.

In many instances the metal ions can be thought of as individual or isolated molecular
centers. As such, a number of the fundamental rules established from organometallic
chemistry apply[35]. The relative degree of coordination, or lack thereof, is impor-
tant in controlling the metal–adsorbate bond strength. This can govern the relative
propensity for either C–H activation or subsequent oxygen insertion. Sites which are
more coordinatively unsaturated will, in general, bind adsorbates more strongly and
thus aid in the activation of adsorbate bonds. Analogously, sites which are more
coordinatively saturated will bind adsorbates more weakly and tend to favor bond-
making processes.
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2) Band gap of the oxide.
The band gap of the oxide is important in that it is a measure of redox capabilities
of the actual oxide. It describes the electronic propertiesy of catalytic oxide material
that “align” the lowest energy states in their conduction band and the highest energy
states of the valence band of the oxide with the highest occupied molecular orbital
of the adsorbate and the highest energy states of the valence band and the lowest
unoccupied molecular orbital for O2, respectively. This provides for the best overlap
that would permit charge transfer and reactivity[32]. The band gap also relates to
the reducibility of the oxide, which in some cases can correlate with both the activity
and the selectivity[35]. The band gap of oxide can, in principle, be tuned by changing
the domain size of the active surface ensembles or by changing the properties of the
metal oxide support.

3) Oxidation state of the metal ion.
As in organometallic chemistry, the oxidation state of the metal ion can have a
profound effect on its ultimate reactivity. The oxidation state strongly influences the
redox and acid–base properties of the metal ion center[35] . Since most elementary
reactions intimately involve the metal, changes in its oxidation state will strongly
control its ability to carry out specific reaction steps.

4) Acid–base properties available at different adsorption sites.
The Lewis and Brønsted acid and base properties dictate whether a molecule will
adsorb at a particular site along with the specific reaction chemistry that may oc-
cur at that site. Many probe molecules have been used to try to help identify the
acid and basic characteristics for particular reactions. The best probe molecule is
one which specifically tests for the specific reaction of interest. The strength best
adsorption probe for acid and base site strength will clearly depend on the degree of
acidity or basicity needed for the specific reaction. By using isopropanol as a probe
molecule to characterize both acid and base sites, Kulkarni and Wachs[33] showed
that the turnover frequency for isopropanol oxidation changed by over eight orders of
magnitude with changes in the metal oxide. The surface acidity is therefore a highly
tunable property[36] that may be used to control reactivity. Macht et al.[[37] used
2,6-di-tert-butylpyridine as a selective probe of the Brønsted acid sites that form in
situ via the dehydration of butanol over supported WOx complexes. Their results
demonstrate strong support effects on the overall rate. The intrinsic turnover fre-
quency per acid site for butanol dehydration, however, remained relatively constant.
The acid site density was found to be strongly tied to the nature of the support.
They showed a general correlation between the Sanderson electronegativity of the
cation in the support and the measured Brønsted acid regioselectivities.

5) Chemical bonding in oxides: covalent vs. ionic
The nature of the bonds that form within the oxide control its oxidation state and
sets its ability to participate in carrying out specific reactions. In addition, the bond
types tend to control the mechanisms by which reactions proceed. These effects can
either be direct or occur more subtly. Some oxides actually take on both covalent as
well as ionic characteristics, as was discussed in Section 5.3[34].

6) Defect sites.
Various defects are known to form within the surface of an oxide including the pres-
ence of anion vacancies (F-centers), cation vacancies, interstitials, trapped electrons,
or holes.[35] These defects change the local electronic structure and can significantly
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impact surface reactivity[29,32,38−40]. The surface chemistry for a range of different
systems may actually occur at defect sites since they expose coordinatively unsatu-
rated centers.

In Chapter 2, we indicated that some of the most viable routes for the selective oxida-
tion of propane to acrylonitrile today appear to come from substituted vanandium anti-
monates (VSbO). There have been various studies carried out to understand the influence
of cation substitution. Andersson et al. [41] demonstrated increased catalytic performance
for acrylonitrile production when Ti was substituted into VSbO oxides. They suggested
that the increased performance was due to the prevention of V2O5 formation and the
stabilization of site-isolated vanadium. Xiong et al.[42] followed up on these ideas in an
elegant study in which they combined UV–Raman spectroscopy, X-ray diffraction and pe-
riodic DFT calculations to elucidate the influence of Ti on vanadium antimony oxide and
its redox behavior. The combination of UV spectroscopy and DFT frequency calculations
was used in this work to identify the bulk rutile structure, the characteristic modes of
V2O5 and the formation of unique bands at 880 and 1016 cm−1. Theory together with ex-
periment was used to identify these bands as stretching bands for two-coordinate oxygen
species which reside at SbOSb bridges (880 cm−1) and SbOV bridges (1016 cm−1)that
sit near a cation vacancy. Oxygen, in the rutile structure, is predominantly surrounded
by three cations and is thus considered three-coordinate. The twocoordinate oxygen sites
are the result of oxygen adsorption near the cation vacancies. Exposure of the surface to
ammonia shows the complete removal of these bands, which suggests that ammonia is
predominantly activated at these sites to produce water. These bands reappear, however,
when the sample is exposed to air, which indicates that they are readily reoxidized. The
incorporation of Ti into the vanadium antimonate structure was found to enhance the
number of sites as measured by the increased intensity of the UV band and by the ease
of formation. This suggests that Ti appears to improve redox properties. The authors
speculate that ammonia reacts with the bridging oxygen species at the SbOSb sites, thus
removing water and forming SbNHSb sites, which take part in the ammoxidation of the
hydrocarbon. They speculate that these Sb sites are active in the formation of acryloni-
trile. The substitutional addition of Ti was also found to help stabilize V3+ and V4+

cations and hence prevent the breakdown of vanandium antimonate into V2O5 surface
structures.

Other factors which are also important include the following:

7) Surface morphology and structure.
Metal oxides can demonstrate remarkably different behavior for reactions carried out
over different surfaces. The phase, morphology and the exposed surface facets can
all be important. For many reaction systems there are well-prescribed phases and
crystal faces which appear to dominate activity and/or selectivity. For example, the
active phase for butane oxidation to maleic anhydride is thought to be (VO)2P2O7.
The (100) surface for this system appears to be the most active. The nature of
both the oxygen and the vanadium cations in VPO can be quite different depending
upon which surface is exposed[29,40]. In addition, the surface structure itself can be
quite different depending on the nature of the support. The surface structure can
dramatically change as the reaction proceeds and conditions change.



242 Chapter 5

8) Surface termination.
Depending upon the reaction conditions, the active surface can take on various
different forms. Under highly oxidizing conditions, most of the sites may be cov-
ered by oxygen. More reducing conditions, on the other hand, will likely expose
coordinatively unsaturated sites that take on more metallic-like properties. Interme-
diate conditions can give rise to interesting interfaces between oxide and metal-like
configurations[44]. Most of the theoretical, and surface science studies, however, have
been carried out over model surface structures which may potentially oversimplify
the true nature of the surface. Fundamental studies have looked at both neutral-
and polar-terminated surfaces and demonstrate that these two surfaces can lead to
rather different kinetics[44,45].

9) Site isolation and domain size.
Under the conditions of interest, a number of mixed metal oxides may exist as site-
isolated metal oxide complexes or as two-dimensional chains that wet the surface of
the support. The nature of the bridging metal–oxygen–support bonds can ultimately
begin to control the surface chemistry. The optimal active domain size strongly
depends upon the reaction of interest. Wachs and co-workers[46,47] and Corma and
Garcia[36] have shown that isolated MOx sites are selective and, in some cases, more
active in carrying out different selective oxidation reactions. Macht et al. [37] have
demonstrated that the optimal supported-WOx domains for alcohol dehydration are
two-dimensional domains of size 9–10 W/nm2.

10) Influence of water.
Water can play an important role in changing the surface composition, thus leading
to an increase in the number of surface hydroxyl intermediates as well as Brønsted
acid sites. This can enhance the kinetics for various different reactions[33,48−50]. In
other instances, water can act to block sites and impede surface kinetics.

11) Metal oxide support and ligand effects.
The metal–oxygen bonds as well as the properties of the oxygen can change signif-
icantly if they are attached to a second metal such as in the M–O–S or M–O–M’
systems where S refers to the support and M’ refers to the second metal. Wachs
and co-workers, for example, have shown that there are significant changes in activ-
ity with changes in the metal oxide support[33,48−50]. As such, the support can be
thought of as a potential ligand which can be tuned to tailor the activity and selec-
tivity of the molecular oxide surface layer. Wang and Wachs demonstrate a 12-fold
increase in the methanol decomposition rate over V2O5 supported on silica, alumina,
titania, and ceria[50]. The origin of the increase in activity is thought to be due to the
ligand effect whereby the changes can be correlated with the electronegativity of the
cation that corresponds to the ligand. The more electropositive cations such as Ti
and Ce have substantially higher turnover frequencies than the more electronegative
Al and Si cations.

In the following sections, we elaborate in more detail on how the structural and electronic
properties of the oxide control its catalytic behavior by following a few example systems.
We describe the applications to oxidation chemistry over reducible and non-reducible
oxides, and acid chemistry via specific example catalytic systems.
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5.6.2 Lessons Learned from Surface Science

Before discussing the link between the properties and performance of supported metal ox-
ide particles, we first review how some of the factors discussed above control the chemistry
on well-defined metal oxide surfaces. Surface science has provided a wealth of informa-
tion which has been used to advance our understanding of the elementary processes that
occur on transition metal surfaces and the factors that control them. This was discussed
in detail in Chapters 2 and 3. Our understanding of metal oxides, however, is much less
mature. This is due to the complexity of the structure and properties of metal oxides and
the difficulty of carrying out well-defined UHV experiments that are not masked by the
complexity of the system. More recent efforts have shown that many of these difficulties
can be overcome. This has helped to establish much of the current interest in this area.
While the fundamental surface science on metal oxides is a less mature subject, it this
has become a topic of much greater interest over the past decade. The interested reader
is pointed to elegant reviews on the fundamental properties of single-crystal metal oxide
surfaces by Heinrich and Cox[51], Freund[43], and Barteau[35].

Here we follow the elegant analysis presented by Barteau [35] as it discusses some of
the critical factors that control the activity and selectivity of metal oxides. In addition, it
illustrates how the surface structure and properties can be controlled even under reducing
UHV conditions in order to impart specific reactivity.

The surface structure and properties can be modulated in order to establish specific
surface ensembles active for carrying out a range of different oxygenate and hydrocarbon
coupling reactions. However, by specifically controlling

1) the coordination number of the surface cations
2) the oxidation states of the cations
3) the redox properties of a well-defined oxide surface

Barteau[35,52] was able to demonstrate for well-defined TiO2 and ZnO surfaces the activity
and selectivity for C2 oxygenate (carboxylates and aldehydes) and hydrocarbon (alkynes)
coupling reactions over these model metal oxide surfaces under UHV conditions that is
typically only seen in organometallic systems in solution.

They found that three different C–C bond formation paths could occur over differ-
ent TiO2 surfaces depending upon the nature of the surface, its properties and specific
properties of these surfaces as well as the reaction conditions. The reaction paths identi-
fied included carboxylate ketonization, base-catalyzed aldol condenstation and reductive
carbonyl coupling. Each reaction was found to be sensitive to the specific electronic and
structural properties of the cation sites available at the surface of the oxide as well as the
nature of the sites local environment. Carboxylate coupling or ketonization was shown
to occur most favorably over the TiO2 (001)-[114] faceted surface which contains a dis-
tribution of 4-, 5-, and 6-coordinate Ti sites. The high number of the coordinatively
unsaturated Ti sites were thought to be responsible for the higher selectivity of the bi-
molecular coupling of acetate groups over their unimolecular decomposition paths. This
is a stable surface that is formed at higher temperatures. Cation sites which contain pairs
of vacancies were thought to be necessary in the active ensemble in order to accommodate
the electron pairs that result from the coadsorption of the two ligands to the same center.

Aldol condensation, on the other hand, is favorably carried out over basic oxygen
sites on the TiO2 surface and does not appear to require coordinatively unsaturated
Ti sites. The reaction is thought to proceed initially by the proton abstraction at the
carbonyl carbon from the aldehyde reagent molecule by a basic oxygen site on the surface
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and the subsequent formation of an adsorbed enolate intermediate. This is followed by
a nucleophilic attack on the adsorbed enolate by a second aldehyde reactant molecule.
The coupled intermediate that forms then undergoes a dehydration in order to from the
αβ-unsaturated aldehyde product. This occurs much more like that of an “outer-sphere”
mechanism typically found in homogeneous solution-phase catalysis (discussed in more
detail in Chapter 6) whereby there is a reaction between the adsorbed enolate ion and
the gas phase reagent molecule (ion–molecule reaction). The reaction does not require the
initial formation of a bimolecular surface ensemble. The carboxylate ketonization reaction
discussed early, however, requires the explicit reaction between two surface intermediates
(ion–ion reaction). This reaction they can therefore be considered to follow more of an
“inner-sphere” mechanism.

The aldol condensation reaction demonstrates conversions on the order of 60% and
selectivities to coupling products of 96% when carried out over the TiO2 (001)-[114]
surface. The yield is increased even further on going to the [001] faceted TiO2 (001)-
[001] surface and thus approaches those found over TiO2 powders (run under similar
conditions). The patent literature shows yields that are only slightly higher with 80%
conversion and selectivities of 90%.

The third and final coupling path involves the reductive coupling of two carbonyl
groups which requires the ability to facilitate a four-electron reduction process. Redox now
is much more important. This reaction therefore requires the presence of reduced lower
valent cations. This can be established, however, by having ensembles of lower valent
cations. The mechanism is thought to involve the reductive coupling of two aldehyde
reagents to form a diolate, also known as the pinacolate intermediate, which is bound
to the surface through its two oxygen atoms. This intermediate subsequently dissociates
to form an alkene leaving behind two oxygen atoms at the surface. XPS studies clearly
reveal the presence of Ti+, Ti+2 and Ti+3 oxidation states and their importance in the
reaction chemistry.

5.6.3 Redox Considerations

Haber and Witko[32] developed a simple picture of redox processes based on frontier orbital
concepts that were presented in Chapter 3 in order to begin to assess metal-oxide bonding
and the ability of the oxide to carry out redox chemistry. Many oxidation reactions are
carried out via a Mars–van Krevelen-like mechanism, which involves the activation of an
organic molecule (RH) and the subsequent insertion of either a surface oxygen atom or
lattice oxygen into the hydrocarbon surface intermediate. Oxygen at the surface is then
replenished by the activation of O2. This process requires that cations in oxide be able
to readily change oxidation states. This can be described quite simply by the following
redox couple:

RH + O2− −→ R−O− + H+ + 2e− (5.2a)
1
2

O2 + 2e− −→ O2− (5.2b)

In order for the redox cycle depicted in Eqs. (5.2a) and (5.2b) above to proceed spon-
taneously, two conditions must be satisfied. First, the highest molecular orbital of the
organic molecule must be above the Fermi level and aligned with electronic states at the
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Figure 5.17. Schematic comparisons of the different electronic interactions between a gas-phase hydro-

carbon molecule, oxygen and an oxide surface. A necessary, but not sufficient, requirement for a redox
reaction to occur is that the hydrocarbon can donate electron density into the bottom of the conduction

band which lies above the Fermi level whereas electron density can be transferred from the top of the
valence band into splitting O2 at the surface. This requires the appropriate alignment of the highest

occupied orbitals from the hydrocarbon with the bottom of the conduction band and the lowest unoccu-
pied orbitals of O2 with the top of the valence band as in the schematic on the left. The inappropriate

alignment of states is shown in the scheme at the center and in the scheme on the right hand side, both
of which would prevent reaction from occurring[32].

bottom of the unoccupied conduction band so that electron density can be transferred
from the organic reactant to the surface states. The second condition is that the unoc-
cupied molecular orbitals of the O2 molecule must sit below the Fermi level in line with
occupied states in the valence band. The appropriate alignment is shown in the schematic
on the left hand side of Fig. 5.17. The alignment of the states in the other two schematics
is such that electron transfer will not proceed. The potentials of the conduction band can
be changed by the creation of:

(a) an interface with a second metal oxide surface,
(b) addition of different valence ions,
(c) formation of defect sites, or an applied potential.

These ideas present a simple picture of how one can influence the reactivity in redox-
based systems. While the picture is somewhat oversimplified, it offers a useful tool for
conceptually understanding the reactivity of redox systems.
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5.6.4 Bifunctional Systems

The active sites involved in the activation of various alkanes require some degree of bi-
functionalty whereby the best materials appear to couple redox properties together with
acid or base properties[29,34,36]. Alkane activation steps, in general, are comprised of a
complex set of elementary reaction processes including C–H bond activation or hydro-
gen abstraction from the substrate, oxygen insertion into hydrocarbon and, in addition,
oxygen migration processes. Many of these reactions also require electron transfer. The
oxidation of butane to form maleic anhydride, for example, requires an overall transfer
of 18 electrons. The surface chemistry, however, is still described quite locally. This sug-
gests that the atomic ensemble that makes up the active site is rather large, or that the
local environment about the active site plays an important role and the communication
between the active site and its environment is rapid. In addition to redox properties,
the operative surface structure can also contain cations which serve as Lewis acid sites
along with O2− and OH− sites which serve as base sites. The chemistry that results from
the oxygen atoms near the active site is difficult to resolve since the oxygens can take
on electrophilic as well as nucleophilic characteristics depending upon the environment
in which they sit. The acid characteristics of the metal cations and base characteristics
of the oxygen influence both the adsorption and the activation of the hydrocarbon. In
addition, the acid–base characteristics also change the product desorption rates (see also
chapter 2). Lastly, acid or base sites can be formed in situ as the reaction proceeds. This
was shown by Macht et al.[37] for butanol dehydration over supported-HPW structures
which were reduced in the activation of the alcohol thus forming Brønsted acid sites in
situ.

5.6.5 Butane Oxidation to Maleic Anhydride

Butane oxidation is the most widely discussed alkane oxidation system. This is predomi-
nantly because, to date, it is the only operative commercial process. Butane oxidation to
maleic anhydride is thought to occur selectively over crystalline vanadium pyrophosphate
surfaces. The mechanism by which the reaction proceeds, however, has been very difficult
to elucidate owing to the complexity of VPO structure and its changes during processing.
The performance of the catalyst is known to be quite sensitive to the specific synthe-
sis procedure, the precursor phase that is formed and the activation and conditioning
of the precursor. These procedures ultimately control the active phase, the specific sur-
face structure, the surface composition and the oxidation state of the metal, all of which
will influence dictate the measured catalytic activity[39,53−59]. A wide range of different
V5+ phases which include αI-, αII-, β-, γ-, δ-VOPO4(2H2O), V4+ phases which include
VOHPO4(4H2O), VOHPO4(0.5H2O), VO(H2PO4)2, (VO)2P2O7, VO(PO3)2 can all form
as the result of synthesis, activation or conditioning. These structures are polymorphic
and can display a range of different surface facets that may be active for oxidation[55].
The active surface structure, active site and oxidation state have been found to be quite
complex and are still highly debated. While the (100) surface of (VO)2P2O7 was thought
to be the reactive form, time-resolved x-ray absorption spectroscopy[54] , near-edge x-ray
absorption spectroscopy (NEXAFS)[56], laser Raman spectroscopy[58] , 32P magic angle
spinning NMR[58], and other techniques have made it clear that the surface is dynamic
and changes with changes in reaction composition. Coulston et al.[53,54] clearly demon-
strated that under dynamic conditions the rate of maleic anyhydride formation closely
follows the rate of decay of the V5+ signal. In situ Raman spectroscopy was also used to
show that VOPO4 (V5+) was present under working conditions. The authors proposed
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that the V5+ centers are responsible for the initial abstraction of hydrogen from butane.
The presence of radical type V4+ sites were suggested to be responsible for by-product for-
mation. Subsequent studies by Birkeland et al.[58] on the steady-state analysis of butane
oxidation over VPO supported on SiO2 indicated that the working surface may contain
more than one phase. The selectivity under steady-state conditions increases with increase
in the P/V ratio from 1 to 2. The corresponding activity, however, decreases. They sug-
gested that the higher oxidation state or the presence of more oxygen atoms available at
the reaction site enhances the rate of overoxidation and leads to the formation of CO2.
Their results suggest that although the V5+ sites are active, they are unselective. The
V4+ sites are necessary for the selective reaction to form maleic anhydride.

In addition to the V5+–V4+ redox couple, the V4+–V3+ couple has also been suggested
to be important in the chemistry but is still actively debated. There is also evidence for
the presence of V3+ and a suggestion that it is also active in the catalysis[61].

It is fairly well established that enrichments of the surface layer with phosphorus tends
to improve the selectivity of butane to maleic anhydride as it avoids overoxidation of the
intermediates that form. Increases in the P/V ratio, however, decrease the reducibility of
the catalyst and thus its ability to subsequently reoxidize. The optimal balance of activity
and selectivity therefore requires an optimal P/V ratio. Centi et al.[60] suggest that this
should be in the range 1.0–1.1.

Although the nature of the active site is still actively debated, there are some general
characteristics that tend to be agreed upon. The active surface requires at least 7 lattice
oxygen atoms to carry out the hydrogen abstraction, 3 surface oxygen atoms for insertion
and 14 electron transfers[40,53−55,58,59]. As such, the active ensemble may be comprised
of four vanadium sites arranged in dimer pairs which are separated by pyrophosphate or
phosphate ligands. The unit cell for bulk-vanadyl pyrophosphate, (VO)2P2O7, structure
is comprised of 104 atoms, 16 of which are vanadium and 16 of which are P[67].

The dynamics of the surface structure and its adaptation to changes in the gas-phase
composition have considerably obscured our ability to understand the influence of oxi-
dation states, P/V ratio and the development of structure–property relationships. The
surface structure adapts to applied process conditions. The surface structure is metastable
and changes with the temperature, partial pressure of oxygen and partial pressure of bu-
tane. Gai and Kourtakis used in situ environmental transmission electron microscopy to
examine the surface structure of vanadium pyrophosphate under actual operating condi-
tions and showed direct evidence for the formation of glide shear defects along with the
formation of anion vacancies and the loss of oxygen[38,39]. These vacancies appear to form
in the basal plane between the phosphate tetrahedra and the vanadium oxide octahedra.
Despite the formation of defects, the X-ray structure appear to remain the same. These
defects have been suggested to be responsible for the activation of butane[39].

The presence of water also appears to be crucial. Calculations by Neurock et al.[62] show
that these glide shear planes may be the result of hydrolysis of V–OV bonds. The results
show that the V2O2 dimer structures can dissociate along V–O bonds and form tetrahedral
vanadyl fragments by way of OH formation. These surface intermediates begin to take on
isolated tetrahedral vanadyl structures with the presence of defect sites. The sites may
be responsible for butane activation. Water can also structurally or compositionally alter
the state of the working catalyst surface. In addition, water can also aid in driving some
of the more strongly adsorbed intermediates and products from the surface in order to
prevent surface deactivation.

The mechanism by which butane is oxidized is still intensely debated (see discussions
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in references 1,8,10,11,21–24,26–30 and 63) It is clear, however, that the oxidative capa-
bilities of the surface, Lewis acid vanadium sites and Brønsted acid sites on the surface
pyrophosphate groups play a role in the overall activity and selectivity. The interplay be-
tween redox capabilities and the acid properties is important for establishing the kinetics.
The presence of promoter ions such as Nb, Si, Ti, Zr and Cr have been shown to increase
the local Lewis acidity and thus aid in increasing selectivity for butane activation[67,64].

Theory has been used predominantly to probe the nature of the sites on vanadium
clusters and model vanadium oxide surfaces. Cluster[65−67] and periodic DFT calculations
[68,69] have been carried out in order to understand the electronic and structural properties
of the exposed (100) surface of (VO)2P2O7. Both cluster and slab calculations reveal that
surface vanadium sites can act as both local acid and base sites, thus enhancing the
selective activation of n-butane as well as the adsorption of 1-butene. Vanadium accepts
electron density from methylene carbon atoms and, thus aids in the subsequent activation
of other C–H bonds. Calculations reveal that that the terminal P=O bonds lie close to
the Fermi level and thus present the most nucleophilic oxygen species present at the
surface for both the stoichiometric as well as phosphate-terminated surfaces. These sites
may be involved in the nucleophilic activation of subsequent C–H bonds necessary in
the selective oxidative conversion of butane into maleic anhydride. Full relaxation of
the surface, however, tends to lead to a contraction of the terminal P=O bonds and
a lengthening of the P–OV bonds. This pushes the P–OV states, initially centered on
the oxygen atoms, higher in energy and thus increases their tendency to be involved in
nucleophilic attack[65−69].

DFT cluster calculations indicate that the adsorption of water at higher temperatures
leads to the formation of defect sites which may be the sites involved in activating the
alkane[62] as discussed earlier. Water can adsorb and heterolytically activate at the V–O
bridge sites, thus forming surface hydroxyl groups. This can make the vanadium sites
more accessible, change the oxidation state of vanadium and/or lead to the formation of
defect sites on the vanadium which would serve as adsorption sites for the alkane and
ultimately aid in its activation.

5.6.6 Methanol Oxidation

Alcohols can react via a range of different paths and, in some systems, can be used as
probes to distinguish acid, base and redox catalysis, as was discussed earlier. In a more
industrial sense, these paths can also be manipulated by controlling catalyst features so
as to enhance the selectivity to a particular path and formation of a particular product in
high yield. Liu and Iglesia[70] examined the oxidation of methanol over H5PV2Mo10O40

(HPVMo) Keggin structures supported on ZrO2, TiO2, SiO2 and Al2O3. Methanol was
found to react catalytically via condensation, dehydrogenation and bimolecular dehydra-
tion pathways to form dimethoxymethane (DMM), methyl formate (MF) and dimethyl
ether (DME), respectively, as major reaction products. The overall selectivities for which
of these paths predominates was strongly influenced by the acid, base and redox properties
of the Keggin structure and by the properties of the support. They found relatively high
selectivities for the formation of DMM for reactions carried out over the HPVMo Keggin
supported on SiO2. The reactivity is controlled by bifunctional acid–base properties and
redox centers.

Significant changes in the activity and the selectivity in this system can be made by
varying the nature of the support. The use of amphoteric oxide supports such as ZrO2

and TiO2 catalyzed the selective formation of methyl formate, whereas the use of non-
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reducible weakly acidic oxides such as SiO2 led to the formation of DMM. While high
selectivity to DME were reported on Al2O3-supported HPVMo structures, the Al2O3

support also promoted the decomposition of the HPVMo structure into MoOx and VOx

oligomers. These changes in activity and selectivity were ascribed to changes in the acid
site density and reducibility of the Keggin via changes in the support. The accessibility of
the protons for the supported HPVMo structures demonstrated the following order based
on the oxide support.

SiO2 > ZrO2, TiO2 >> Al2O3

The redox properties for these systems were also found to be quite sensitive the nature
of the interaction between the HPVMo Keggin structure and the oxide support.

5.6.7 Isobutyric Acid Oxidative Dehydrogenation

Isobutyric acid is dehydrogenated over iron hydroxyphosphates to form methylacrylic acid.
The reaction proceeds via a Mars–van Krevelen mechanism. The active phase is thought to
be Fe2

3+Fe2+(P2O7)2, which is comprised of face-sharing FeO6 octahedral trimers. These
octahedral iron oxide trimers are made up of Fe3+ and Fe2+ cation centers in the iron
pyrophosphate which are thought to be the active sites. Water plays an important role in
establishing hydroxylated surface sites which are necessary in carrying out the reaction.
Water is thought to be necessary in converting the pyrophosphate into the hydroxylated
Fe2

3+Fe2+(PO3OH)4 surface[29,71−75]. The impregnation of Pd metal into this catalyst
helps to facilitate the reactivity by reducing FePO4 present under the reaction conditions
to the more active Fe2P2O7 surface phase[36,76]

5.6.8 Oxidative Dehydrogenation of Propane

The oxidative dehydrogenation of propane is currently a very active area of research.
Here we present just a few of the salient features as they relate to bifunctional redox and
acid–base catalysis. More specifically, we discuss some of the efforts on VMgO as well
as on vanadium-supported metal oxides. The oxidative dehydrogenation of propane to
propylene readily occurs over the orthovanadate Mg3V2O8, pyrovanadate Mg2V2O7 and
metavanadate MgV2O6 phases of VMgO. There appears to be some discrepancy about
which of these phases is active in the conversion of C3 and C4 alkanes. Reactions with
isopropanol and acetone were used to probe the relative acidity and basicity, respectively.
The vanadium cations provide Lewis acidity whereas the oxygen anion sites are basic sites.
The results indicate that these systems are fairly basic in character and that it is this
basicity along with the specific atomic arrangement that aids the redox process in cat-
alyzing oxidative dehydrogenation[29,36,77−79] Supported vanadium phosphates have also
demonstrated reasonable performance for the catalytic oxydehydrogenation of propane.
The presence of a base such as water or ammonia in this system tends to decrease propane
conversion but significantly increases the selectivity to propene[29,36].

Supported vanadium oxides are also active in the activation of propane and critically
depend upon the vanadium dispersion and the surface acidity, which appears to be con-
trolled by its interaction with the support. The activation energy for C–H bond activation
is thought to increase in the following order[80a]:

VOx/ZrO2 < MoOx/ZrO2 < WOx/ZrO2
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Wachs[80a] used methanol as a probe of propane oxidative dehydrogenation as it closely
mimics the activity. C–H bond activation is thought to be rate determining both for the
activation of propane and for methanol. Methanol was therefore used to probe of the
nature of redox, acid and base properties of the catalyst. The results indicate that the
activity is quite sensitive to the metal oxide and the oxidation state. The redox activity
of supported Nb, Te, V and Mo oxides and mixed metal oxides shows the following trend
for decreasing reactivity:

V5+ > Mo6+ � Nb5+, Te4+

V5+, Mo6+ and Te4+ demonstrate redox behavior whereas Nb5+ demonstrates more Lewis
acid character. The results suggest that the Mo1.0V3.0Te0.16Nb0.12Ox catalysts used in
the conversion of propane contain both redox sites and acid sites which must be in close
proximity in order to aid catalytic conversion (see also Section 2.3.5). The Nb5+ and Te4+

are thought to act as ligands that promote the activity at the V5+ and Mo6+ sites.

5.6.9 Chemical Reactivity of Reducible Oxides.

A key question in selective oxidation catalysis is whether the reactive surface-oxygen
species is used to activate C–H bonds or is used, instead, to aid in the addition of oxygen
to the reactive surface intermediates to form oxygenated products. We analyze the results
for studies carried out over both MoO3 or V2O5 surfaces.

Figure 5.18. Different crystal faces of V2O5
[80b].

The topmost layer in Fig. 5.18 is made up of the neutral coordinatively saturated
cations in the (001) surface for the layered V2O5 bulk material. In contrast, the (110)
surface is formed by the cleavage of covalent V–O bonds at the surface, thus resulting
in coordinatively unsaturated V and O atoms at its side faces as shown in Fig. 5.18.
The less reactive (001) surface is thought to be responsible for the selective oxidation of
hydrocarbons such as toluene, whereas the reactive (110) surface predominantly results
in total oxidation. This surface is also easily hydroxylated and, hence, contains both
Brønsted acid and base sites.

Two different types of oxygen can be distinguished on the (001) surface. The first refers
to the terminal vanadyl oxygen sites whereas the latter refers bridging oxygen atoms that
connect either two or three vanadium centers. Quantum-chemical calculations indicate
that there is a higher electron density on the O atoms which have the greatest number
of cation neighbors. The electron density on the oxygen atom is thus increased as we



Catalysis by Oxides and Sulfides 251

increase the number of electron-donating vanadium atom neighbors. The charge density
on the bridging oxygen atoms is therefore found to be significantly higher than that on
the terminal vanadyl oxygen atoms.

Ab initio quantum mechanical results [81] show that hydrogen addition to the terminal
oxygen of the V=O bond is preferred over hydrogen addition to the oxygen in the V–
O–V bridge. This agrees with ion charge excess-based estimates. As we discussed in the
previous section, the ion charge excess is larger on the single coordinated hydroxyl than
towards a bridging-oxygen atom. The proton attached to the bridging-oxygen atom would,
of course, be more acidic and, hence, less strongly bound.

Interestingly, the bridging-oxygen atom rather than the terminal (end-on) oxygen atom
is thought to be more favorable for its insertion into C–H bonds. Oxygen insertion is
controlled by the more weakly bonded oxygen atom. The vanadyl or molybdenyl oxygen
bonds appear to be stabilized by strong donation of electrons from the 2p oxygen orbitals
into empty cation d-valence orbitals. On the MoOx surface, the Mo≡O bond order is close
to three, as in the CO molecule[82].

The Mo≡O bond is so strong that even hydrogen abstraction from a hydrocarbon
does not tend to occur readily. The V=O bond, however, is significantly weaker, and can
thus stabilize the proton to form an acidic hydroxyl intermediate. The energy for the
removal of the oxygen atoms that bridge between the cationic vanadium or molybdenum
centers is compensated for by a reordering of the Mo- or V-containing (half) octahedra.
Sharing of apices is replaced by sharing of edges. Sheared phases of the oxides can then be
formed. For a general introduction to the mechanisms that govern heterogeneous catalyzed
selective oxidation processes, we refer the interested reader to reviews by Grasselli [83a]

and Vedrine[83b].

5.6.10 Selective Catalytic Reduction of NO with NH3

As a final example in selective oxidation, we summarize the current understanding of the
mechanism involved in the removal of NO with NH3 over vanadium oxide[84]. The reaction
is important for the selective catalytic reduction (SCR) processes which target reducing
vehicular emissions of combustion systems rich in air.

The terminal V=O groups of vanadium oxide appear to be important in carrying out this
chemistry since they are the energetically favored sites, and in addition, are in positions
that are accessible for protons to transfer to in the formation of Brønsted acid sites.
Ammonia can readily adsorb on these sites to form an ammonium intermediate, which
subsequently reacts with coadsorbed NO. Figure 5.19 shows the formation of NH4

+ on
a V4O16H cluster used to model the V2O5 surface. DFT-cluster calculations indicate
that the energy required to protonate NH3 here is 110 kJ/mol. The positively charged
NH4

+ intermediate is stabilized by the negative charges which are distributed over the
two coordinating V=O groups.

The reaction proceeds by the coadsorption of NO and NH4
+, which subsequently react

to the form the adsorbed [NH3–NHO]+ intermediate. The N–H bond in NH4
+ is broken

as it reacts with NO. The proton which transfers from the NH4
+ to the V2O5 surface

during this initial activation step is subsequently transferred back to the NO molecule
from the V2O5 surface as shown in Fig. 5.19. Ultimately this proton transfers back again
to a terminal V=O group together with a second proton, which attaches itself to neigh-
boring V=O group. This produces gas-phase NH2NO, which can be further converted by
consecutive reactions over vanadium oxide. The surface reaction energy schemes for these
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Figure 5.19a. Top and front view of (a) the V4 cluster used in this study and (b) the V4 cluster with
adsorbed NH4 . The following shading scheme is used in this figure: H, white; O, gray; N, gray with cross

hatching; V, black[84].

Figure 5.19b. (a) Approximate transition state in the reaction of NO with NH4 and (b) the NH3NHO
species formed in this reaction. The specific atoms are labeled by their shading in the caption for Fig.

5.14[84].

paths are given in Fig. 5.21. The uniqueness of the NO reduction reaction with NH3 is
that it can occur in the presence of excess O2. The thermal de-NOx process, without cat-
alyst, also proceeds via an intermediate formation of NH2. While the ONNH2 formation
reaction is relatively facile at higher temperatures, the corresponding reaction of N2 with
O2 is ten orders of magnitude slower.

As observed from Fig. 5.21, the NH cleavage reaction is the rate-limiting step that
occurs on the surface in the formation of NH2NO. This reaction proceeds after a suc-
cession of isomerization steps, which are assisted by the presence of acidic VOH groups.
The overall calculated activation barrier for this reaction is close to that of the NH2NO
formation reaction. The preference of the catalytic reaction over the gas-phase reaction
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Figure 5.20. Potential energy profiles of (a) reaction of NH3 with NO to form NH2NO over the V4

cluster and (b) decomposition of NH2NO over the V4 cluster[84].

is likely due to the low reaction barrier of the second elementary reaction sequence in
which, the barrier for internal hydrogen transfer was substantially lowered.

The energetics predicted may depend on the cluster size used to model this system or
on the actual particle size. For oxidative dehydrogenation of alkanes catalyzed by vanadia,
it has been shown that the activity per vanadium atom increases with increasing size of
the vanadium particle. This is due to reduced electron transfer of oxygen to vanadium
on the smaller particle and, hence, to a the lower reducibility of the smaller nano-sized
particles[85]. The lower coordination number of vanadium implies that an increase in
charge is less easily accommodated on the smaller particle.

5.6.11 Oxidation by Non-Reducible Oxides

In addition to the wide range of metal oxide catalysts that can carry out oxidation via
redox catalysis, there are a host of other materials that can carry out oxidation over
non-reducible metal oxides. The oxidation mechanisms over non-reducible metal oxides
are quite different and typically involve the production of free radical intermediates. The
mechanisms tend to contain both heterogeneous and homogeneous activation and func-
tionality. The oxide is used to activate a free radical process that can then proceed in the
gas phase or at the surface. Li-substituted MgO and the rare earth metal oxides are two
classes of materials that are considered non-reducible oxidation catalysts. Here we will
specifically focus on the activation of alkanes over non-reducible metal oxides.

A wealth of papers have been published on the activity of Li-substituted MgO for the
activation of alkanes[87−95]. The defect sites which form as the result of charge imbalance
upon doping different metal ions into the host MgO framework lead to the formation
of O− sites or sites for O2− which can readily abstract hydrogen. These sites are stabi-
lized by the electronic structure of the host oxide and changes in the host due to metal
atom doping. While much is known experimentally about methane activation over differ-
ent non-reducible oxides[87−95], there have been relatively fewer theoretical studies. The
activation of methane over Li/MgO appears to be controlled by the presence of oxygen
vacancies that form upon substitution of Li into MgO matrix. Leveles et al.[87], for exam-
ple, demonstrated a strong correlation between oxygen removal and propane activation.
Theoretical studies by the groups of Catlow[96], Gillan[97], Truong[98] and others[99−101]

demonstrate that the O− site that forms as part of the [Li+–O–] pair is the active oxygen
species in breaking the C–H bond of methane. The Li dopant leads to a local hole state
which gives rise to the formation of this active O− site. There is considerable structural
relaxation at this site in order to stabilize it.
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Figure 5.21. The formation of surface peroxide (O2
−) sites on La2O3 which are thought to be active

for methane activation.

The reactivity of rare earthmetal oxides show many features similar to those of Li-
substituted MgO[108−112]. The activity for the oxidation of ethane increases experimen-
tally in the following order over the lanthanides[108]:

La2O3 > Sm2O3 � Pr6O11 ∼ CeO2

The presence of redox functionality in these materials tends to reduce the selectivity to
the alkene product.

Theoretical results by Palmer et al. discussed earlier in Chapter 2, indicate that the ac-
tive surface oxygen species are O2

− intermediates that form as the result of O2 adsorption
at anion vacancies or by the activation of O2(g) over the oxide surface[86,103]. The forma-
tion of the O2

− surface complex is shown in Fig. 5.21. The formation of anion defects is
not likely since a considerable amount of energy is necessary in order to active the La–O
bond in forming the vacancy. The theoretical results indicate that surface peroxides are
more likely responsible[86,103]. This is consistent with various experimental results such
as those reported by Sinev et al.[90] and Otsuka et al.[104,105], who showed that simple
peroxides such as Na2O2, BaO and SrO2 are able to activate methane, and Lundsford
who identified the O2

− intermediates by in situ EPR and Raman measurements[106,107].
Ab initio calculations suggest that the surface oxygen site that is formed by the direct
Sr2+/La3+ exchange mimics the O− site, which is very active for methane activation[86].
The doping effects may be similar to those found in the Li-substituted Mg discussed
above.
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5.7 Heterogeneous Sulfide Catalysts

5.7.1 Introduction

The classical catalysts used in hydrotreating heavy oils and residua in petroleum pro-
cessing consist of MoS2 or WS2 promoted with Ni or Co ions. These catalysts have been
developed for hydrodesulfurization and hydrodenitrogenation of heavy oils or coal liquids
which involves the hydrogenation of the unsaturated aromatic rings coupled with the
hydrogenolysis of the C–S and C-N bonds of refractive nitrogen- and sulfur-containing
molecules. Sulfur and nitrogen are subsequently removed as H2S and NH3, respectively.
Even if reducible oxides are used as the initial catalyst, they will ultimately go on to
form the more stable sulfide phases under reaction conditions. These phases are active for
hydrodesulfurization.

The catalytically active materials are typically present as relatively small nanoparticles
distributed over a porous Al2O3 support. The shape and size of the nanoparticles that
form are strongly dependent on gas-phase conditions. The size, shape and morphology of
the particle dictate the surfaces that are exposed. The nature of the exposed surface along
with the particle size can critically impact catalytic performance. The particle shape and
morphology also depend on the presence of promoting cations. The effect of promoters
on the reactivity at the sulfide interface is only just beginning to be understood. Recent
ab initio calculations together with well-defined model experiments are providing key
insights into the active surface structure and sites under different conditions. This has
allowed for a more detailed understanding on the role of surface structure and composition
on catalytic behavior. This will be discussed later in this chapter, where we will try to
answer the question: “What makes the promoter system used so unique?”.

Finally, it is important to describe the effects of H2S on the reactivity of different
surface sulfide phases. The influence of H2S can be four-fold. It can react with an oxide
or transition metal thus converting it to the sulfide:

MxOy + yH2S −→ MxSy + yH2O
Mx + yH2S −→ MxSy + yH2or

On non-reducible oxides, H2S can exchange with surface hydroxyl groups.

M−O−M(OH)−OM + H2S −→ M−OM(SH)−OM + H2O

The S–H bond is weaker than the O–H bond, which should increase the acidity of the
sulfide. H2S can also create acidic sulfhydryl groups via dissociative adsorption:

and finally it can adsorb as molecular H2S on Lewis acidic surface sites.

We will encounter these three different influences on the reactivity that result from the
presence of H2S.
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5.7.2 The Sulfide Surface

The most widely studied sulfide surface is that of MoS2. A short review of the most salient
features of the MoS2 surface is presented here. An important question that illustrates
many aspects of the sulfide surface is that of the shape and morphology of the particles
that form when the particles are dispersed on an inert support. Figure 5.22 shows that
there are predominantly two different types of reactive surfaces present.

Figure 5.22. Atomic ball model (top view) showing a hypothetical, bulk-truncated MoS2 hexagon
exposing the two types of low-index edges, the S edges and Mo edges. The Mo atoms (dark) at the Mo

edge are coordinated to only four S atoms (light). To the left, the stripped Mo edge is shown in a side
view together with two more stable configurations with S adsorbed in positions predicted from theory;

the 50% covered (monomer) and a 100% covered Mo edge (dimer). To the right is shown a side view
of the S edge with a full coordination of six sulfurs per Mo atom. Plotted on the MoS2 hexagons are

vectors with length corresponding to the edge free energies γMo for the (10
−
10) Mo edge and γS edge. The

envelope of tangent lines drawn at the end of each such vector constructs a hexagon if γS equals γMo .

If γS > 2 × γMo the result is a triangle (outlined shape) terminated exclusively by the Mo edge, or vice
versa for the S edge. Intermediate values result in clusters with a hexagonal symmetry[113].

MoS2 consists of layers in which Mo cations, with formal ionic charge +4, are sand-
wiched between layers of sulfur atoms. Each Mo atom is prismatically surrounded by six
sulfur atoms, each of which has three Mo atoms as neighbors. The interaction between
the MoS2 layers is controlled by the weak van der Waals interactions and, hence, the
MoS2 particles are slabs terminated by the coordinatively saturated sulfur atoms (see the
central part of Fig. 5.22). We examine here the (100) surface.

The sulfided (100) surface is unreactive. Two different reactive surfaces are formed if
the MoS2 is cut perpendicular to the surface plane. The first surface from such a cut
is terminated with Mo atoms (Mo edge), whereas the second surface is S terminated (S
edge). These are polar surfaces, one contains excess positive charge (Mo edge), the other
excess negative charge (S edge). At the Mo edge, the Pauling ion charge excess of Mo is
e+ = +4

3 with no negative charge excess on S. At the S edge, the S ion however has a
charge excess e −= –2

3
.

In Section 5.2, we discussed the fact that such polar surfaces are unstable and tend
to reconstruct. The MoS2 edges become stabilized in vacuum because charge transfer
between Mo and S is reduced. The Mo atoms at the Mo edge reduce to a state close to
Mo3+. The sulfur atoms at the S edge reduce to a state close to S−, a state as we will see
which is highly reactive for hydrogen. Exposed to a mixture of H2S and H2, this surface
becomes covered with SH− groups.
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Figure 5.23. Local densities of states projected on the Mo sites (a) Mo edge 0% S, (b) bulk MoS2
[24],

the dark lines here refer to Mo DOS, (c) Mo edge 50% S[117b].

This reduction of MoS2 at the Mo edge follows immediately from a comparison of
the electron density of states of bulk MoS2 (Fig. 5.23b) and that on the atoms at the
edge (Fig. 5.23a). In the density of states (DOS) plot for bulk MoS2, we note a gap at the
Fermi level (0.0 eV). The DOS below the Fermi level consists of electrons mainly localized
on sulfur and the DOS above the Fermi level is located on Mo. The gap at the Fermi
level implies that the system is an insulator with no conductivity. This is consistent with
a description in which Mo has a formal charge of +4 and sulfur a formal charge of –2
Figure 5.23a shows a very different situation around the Fermi level; the highest occupied
orbitals are now located at the MoS2 edge. The gap is no longer present, consistent with
a conductive material implying that Mo is reduced. This reduction in charge is consistent
with the reduction in the number of S neighbors from six to four, implying less electron
donation from Mo atoms to sulfur atoms.

A similar conclusion is drawn when one considers the system to be completely ionic (a
poor description) and computes the Madelung potentials at the Mo cation in bulk MoS2

compared with that on the surface. The decrease from six negatively charged neighbors
to four implies a decrease in the relative stability of positive charge on the Mo atoms and,
hence less of a driving force for electron donation from Mo to sulfur.

This reduction of charge is a general effect that occurs on many reducible oxides or
sulfides.

As illustrated in the center part of Fig. 5.22, the shape of the particle is triangular,
terminated with solely Mo or S edges, and is hexagonal when the surface energies of
the two edges are similar. The morphology of the particle is determined by Wulff[116]
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construction according to the law
γ(kke)
d(kke)

= c

The distance d of a surface with respect to the center of a crystal is proportional to its
surface energy. Hence surfaces with large surface energies are only present at the crystal
surface to a small extent. The planes with low surface energies tend to dominate.

Hence, when one of the surface energies changes (as expected in the presence of an
H2S/H2 atmosphere), the particle shape will begin to deviate. At the reduced Mo edge,
H2S will react and S atoms will attach as shown in Fig. 5.22 (left) (Mo edge at 50% S
coverage).

Mo|−−| + H2S −→ MoS + H2

The S atoms adsorb between two edge Mo atoms. The reaction energy for H2S decompo-
sition at the Mo edge remains exothermic up to the point where the S coverage reaches
50%. Each Mo center is once again six-fold coordinated to Mo and has a formal 4+ charge
[see Fig. 5.22(left)]. The electron energy gap shown in Fig. 5.13b reappears at the Fermi
level.

An extensive set of calculations have been carried out to produce the phase diagrams
shown in Fig. 5.24 for the Mo and S edges as a function of H2S and H2 pressure, expressed
as relative chemical potentials[24].

Figure 5.24. Phase diagrams for (A) the Mo edge and (B) the S edge with regions indicating the stable
configurations for realistic values of ∆µS and ∆µH . The chemical potentials have been normalized with

respect to the energy of bulk sulfur and half the energy of a single, isolated H2 molecule. Typical HDS
conditions are indicated in the figures[113].

The chemical potential of hydrogen is defined with respect to PH2. ∆µH < −0.6 eV implies
that no hydrogen is present. The chemical potential of H2S is determined with respect to
the chemical potential of S in MoS2. ∆µS = 0 implies a high H2S partial pressure.

We note from the phase diagram that in the presence of hydrogen, the S edge remains
100% saturated over a wide hydrogen pressure interval, but is covered with SH groups.
The Mo edge (50%) is more difficult to hydrogenate. At a maximum, half of the S atoms
added to this edge then contain SH groups. Because the surface energies of these edges
are different, the shape of the particle differs from the ideal hexagon, see Fig. 5.25.

The conclusion from these studies is that under practical sulfide catalysis conditions,
both the Mo edge and the S edge contain coordinatively saturated Mo atoms. The bright
rim of white spots in the STM picture (Fig. 5.25) near the sulfide particle edge is indicative
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Figure 5.25. An atom-resolved STM image of a typical single-layer MoS2 hexagon exposed to H2S gas

at 573 K. The white dots indicate the registry at the longer (Mo) edges. The registry of edge protrusions
and the bright rim reveals that the Mo edges have become resulfided to the fully saturated S2 dimer

configuration[113].

of a high electron density at the Fermi level on the Mo atoms at the edge. The Mo atoms
are partially reduced. Lauritsen et al.[118] have shown that the electronic state at these
Mo-edge atoms is metallic, forming a one-dimensional chain. In contrast to the interaction
with bulk Mo atoms in the basal plane, thiophene interacts weakly with rim Mo atoms,
notwithstanding these full coordinative saturation with S atoms. Below 200 K thiophene
adsorbs in a flat five-coordinate η5 adsorption geometry through its π-electrons parallel
to the plane of Mo atoms. When hydrogen is coadsorbed to the edge S-atoms, exposure
of thiophene at 500 K leads to partial hydrogenation of thiophene and cleavage of a C–S
bond. Theoretical calculations are in agreement with STM data and show that cis-but-2-
enethiolate is formed. The hydrogen molecule will not dissociate under these conditions
at the rim sites. In the experiment, hydrogen atoms had to be produced by dissociating
hydrogen on a glowing tungsten filament.

5.7.3 Promoted Sulfide Catalysts

On an atomic level, the mechanistic basis to the promoting action of divalent reducible
cations such as Co2+ or Ni2+ can best be illustrated by discussing in detail the H2/D2

exchange reaction on promoted and non-promoted sulfide systems[118]. Reactivity aspects
of the terminated MoS2 surface have been investigated by several research groups[117−119].
We will limit our discussion to the Co2+/MoS2 system.

The Mo edge (50%) and the Co/Mo edge in which part of the center Mo atoms have
been substituted by Co are shown in Fig. 5.26. Both edges are in equilibrium with a
mixture of H2S and H2 of the same partial pressure. Whereas the non-promoted Mo edge
(50%) contains only coordinatively saturated Mo, one notes that under the same condition
the Co ions have a maximum coordination of five S atoms. This implies that a Co ion and a
neighboring Mo cation remain coordinatively unsaturated. This can be readily understood
once one realizes that Co2+ substitution of Mo4+ is not a charge-neutral substitution.

A charge-neutral substitution occurs when an [Mo4+S2−]2+ unit substitutes for Co2+

at the Mo edge, then Co2+ becomes directly accessible to S. Its dominant surface state has
a coordination number of 5, in line with the expectation based on the charge neutrality
argument. The activation of H2 on a coordinatively unsaturated edge of Mo or Co is
energetically very different. Figure 5.26 illustrates adsorption modes for dissociatively
adsorbed H2. Adsorption is heterolytic. One hydrogen atom adsorbs on the cation and
the other on S. The reactivity of the S atom depends strongly on whether it is adsorbed



260 Chapter 5

Figure 5.26. Hydrogen adsorption on metal–sulfur pairs. Adapted from A. Travert et al.[119].

between two surface atoms, between two Co atoms or between an Mo and a Co atom.
Adsorption is exothermic to Co and a S atom between two Co ions, or to a Co atom and an
S atom between Mo and Co. Adsorption is endothermic to an Mo and an S atom between
two Mo atoms. The calculation of activation barriers for the dissociative adsorption of H2

gives the following result:

EH2
act

(
Co/S

)
= 34 kJ/mol Erecomb

act

(
Co/S

)
= 100kJ/mol

EH2
act

(
Mo/S

)
= 80kJ/mol Erecomb

act

(
Mo/S

)
= 20kJ/mol

The activation energy for H diffusion is 30 kJ/mol. One notes that the activation energy
for H2 dissociation on Mo is higher than the activation energy for recombination. On the
Co site, this situation is reversed. On Co the rate of hydrogen atom recombination is rate
limiting. Since the activation energy for diffusion is low, these facts are consistent with the
experimental observation that on MoS2 the H2/D2 exchange reaction rate is first order
in H2 or D2 pressure, whereas on Co/MoS2 it is only half order[120].

The increased reactivity of the CoS surface site stems mainly from the difference in
reactivity of an S atom coordinated between two Mo atoms as MoSMo compared with S
between two Co atoms or Co and Mo. This is due to the weaker CoS bond energy which
increases the SH bond of S bonded to Co instead of Mo.

Under conditions where desulfurization occurs at finite H2S/H2 ratio, the surface of
MoS2 will be covered with S and not contain any vacancies, whereas on the promoted
catalyst the presence of vacancies to adsorb a hydrocarbon will be present.

A comparison of the kinetics of a model desulfurization reaction:

thiophene + 2H2 −→ H2S + butadiene

catalyzed by different metals is shown in Fig. 5.27[121].
Kinetic data are given in Table 5.5. The catalysts are sulfide metal-containing particles

dispersed on a carbon support. The rates are normalized on metal content. As can be
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Figure 5.27. Thiophene HDS activity for the different carbon-supported transition-metal sulfides under

standard conditions (3.33 kPa thiophene, 1 kPa H2S, and T = 573 K). Adapted from E.J.M. Hensen[121].

deduced from the orders for this reaction shown in Table 5.5, the coverage with reactive
S increases in the sequence Mo, Ru, Rh, Pd and Ag. A high reaction order in H2S
implies a low coverage with reactive sulfur and a low reaction order in H2S implies a
high coverage with reactive sulfur. Thiophene and H2S compete for surface vacancies
and, hence, between one another. In order to activate thiophene it has to adsorb with
its sulfur atom on a metal surface atom. A high reaction order in thiophene implies that
it does not easily compete with H2S adsorption or decomposition, and a low reaction
order implies easy competition. One notes for the systems of maximum reactivity (the
RhS system has a similar reactivity to the Co/MoS2 system) that the order of thiophene
is a minimum, implying that for that system competition with H2S is optimum. This is
consistent with earlier discussed equilibrium surface states of MoS2 and Co/MoS2.

Table 5.5. Reaction orders of thiophene (nT), H2S (nS) and H2 (nH) under different conditionsa[121]

Catalyst T = 573 K T = 623 K

nb
T nc

T nS nb
H nc

H nT nS nb
H

Mo/C 0.40 0.50 –0.32 0.54 0.57 0.65 –0.34 0.74

Ru/C 0.28 0.39 –0.25 0.56 0.53 0.57 –0.27 0.93

Rh/C 0.21 0.31 –0.83 0.71 0.93 0.53 –0.59 1.03

Pd/C 0.50 0.65 –1.04 0.77 0.99 0.77 –0.97 1.42

CoMo/C 0.10 0.12 –0.46 0.61 0.78 0.28 –0.30 0.92
a 95% confidence interval for nT ±0.05, ns ±0.07, nH ±0.02.
b Inlet H2S partial pressure: 0 kPa.
c Inlet H2S partial pressure: 1 kPa.

Whereas, the Mo (edge) does not contain vacancies, the Co-promoted system does and
can therefore be covered to a high extent with reaction intermediates under the same
reaction conditions.
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5.8 Summary

Quantum chemistry has reached the state where the reactivity of well-defined metal oxide
and metal sulfide surfaces can be probed with reliable accuracy and chemical relevance.
This becomes particularly clear in the first section of this chapter, where we analyzed
the surface structures of acidic, covalent and ionic materials and their interaction with
probe molecules. First-principle quantum mechanical results can readily be analyzed and
understood in terms of semi-classical models. Semi-classical models such as the Pauling
charge excess model provide an easy way in which to examine electrostatic effects on
surface acidity or basicity. The metal surface cations are analogous to those found in
organometallic clusters. They can therefore be analyzed using essentially the same time-
honored methods and theoretical frameworks that have been developed for organometallic
systems with little modification. Isolable molecular orbital analyses were used herein to
demonstrate how changes in the surface hybridization of atomic orbitals influence the
general catalytic activity.

The semi-empirical models nicely demonstrate the differences between various different
oxide surfaces. Systems such as MgO in which differences in the energies of adsorption
sites are dominated by electrostatic potential differences were explicitly distinguished from
more covalent oxide systems such as alumina or silica surfaces. In addition, the models
help to understand why surface reconstruction is often important when Lewis acid and
base centers are converted into their corresponding Brønsted base and acid sites.

As was discussed more generally in Chapter 2, the influence of the reaction environ-
ment can significantly influence the intrinsic catalytic kinetics for both metal oxides and
metal sulfides. Medium effects were shown in this chapter to be extremely important in
comparing gas-phase acidity with the acidity in solvents, and in addition, solid acidity
with acidity in solution.

One of the greatest advances that theory has made over the past decade has been its
ability to examine the sensitivity of the state of the working surface to changes in reaction
conditions and surface structure. This has required the ability to integrate ab initio-
derived thermodynamic and kinetic results into phase equilibrium as well as atomistic
kinetic simulations. The oxide and sulfide surfaces are sufficiently stable that useful studies
can be carried out. CO oxidation catalyzed by RuO2 demonstrated that the maximum
turnover rate occurs under conditions where the surface is in a disordered state at the
boundaries of two phases, one of which is completely covered with oxygen adatoms and
a second which is partially covered with CO.

In a similar way, theory has been used not only to establish the nature of active sites
on the surface but, in addition, to map out a full phase diagram for MoS2 as a function
of the H2/H2S ratio. The results provided the ability to predict the state of the surface
at specific conditions and to establish the region of phase space. This can ultimately be
used in order to aid in the design of optimal operating conditions.

Mixed oxides and sulfides are very often used as catalysts to carry out a range of
different reactions. On the sulfides it has become clear that the use of cations with different
valencies creates surface vacancies not present on the non-promoted systems under the
reaction conditions.
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CHAPTER 6
Mechanisms for Aqueous Phase Heterogeneous Catalysis and Electrocatalysis;
A Comparison with Heterogeneous Catalytic Reactions

6.1 General Introduction

A wide range of different heterogeneous catalytic reactions which are carried out in liq-
uid or aqueous media show marked changes in activity and/or selectivity over the same
reactions carried out in the vapor phase. The rate can be reduced owing to reactant
availability at the catalyst surface as a result of external mass transfer or solubility limi-
tations. These are classical, well-characterized extrinsic kinetic limitations. The solution
phase can also act to alter the intrinsic chemical kinetics associated with the elementary
adsorption, surface reaction, surface diffusion and desorption processes. It is well estab-
lished in physical organic chemistry that the solution phase can influence a reaction by
stabilizing or destabilizing its transition and products states over those of the reactant
state. For example, both aqueous and polar solvents tend to stabilize reactions that have
transition states which are more polar than their corresponding reactant state. The aque-
ous or polar medium stabilizes a charge transfer process and the corresponding transition
state that forms. Similarly, the presence of an aqueous phase or polar medium tends
to enhance heterolytic bond activation reactions that result in electron transfer and/or
proton transfer processes. These reactions are at the heart of both electrocatalysis and
enzyme catalysis. In addition to their influence on charge stabilization or destabilization,
the aqueous medium or protic solvent can also directly participate in the catalytic action
via proton and electron transfer processes.

A fundamental understanding of the atomic and electronic processes that govern re-
actions in solution has eluded the heterogeneous catalysis community to a large extent
owing to the complexity of the aqueous medium and its interaction with heterogeneous
substrates. Previous experimental efforts aimed at characterizing the interface between
the metal and an aqueous solution, for example, have been met with very limited success
owing to the difficulty in resolving molecular scale information. The critical spectroscopic
bands that might be used to follow specific reaction modes are typically masked by the
spectral features that arise from the bulk solution.

The past decade, however, has witnessed the development of a host of spectroscopic
methods that can begin to elucidate molecular structure at the aqueous/metal interface.
Surface Enhanced Raman Spectroscopy (SERS), Surface Enhanced Infrared Spectroscopy
(SEIRS), and Sum-Frequency-Generation (SFG) can begin to separate out the surface-
adsorbate characteristics that arise fromfrom those from the bulk solution and, thus
provide the vibrational properties of molecules adsorbed on a metal substrate to be fol-
lowed along the course of a catalytic reaction. In addition, the exponential growth of
computational resources along with novel algorithm development has made it possible to
begin to simulate the surface structure and the elementary processes that occur at the
metal/solution interface.

In this chapter we extend our treatment of mechanisms for metal-catalyzed reactions
in the vapor phase to heterogeneous catalytic reactions carried out in aqueous media
and electrocatalytic reactions. More specifically, we discuss what is known about the wa-
ter/metal interface, its reactivity, and the influence of the aqueous phase on elementary
surface processes including adsorption, reaction, diffusion and desorption and solution-
phase kinetic processes. We advance these ideas into the discussion of the mechanisms
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that govern four different example reactions, namely the synthesis of vinyl acetate, the
low-temperature oxidation of ammonia, NO reduction, and CO oxidation. We will draw
ties between organometallic coordination complexes and their reactivity, gas-phase het-
erogeneous catalysis, heterogeneous catalysis in solution and electrocatalysis.

6.2 The Chemistry of Water on Transition Metal Surfaces

The structure and chemistry at the water/metal interface is critical in dictating the prop-
erties and ultimately controlling the catalytic performance of aqueous phase heteroge-
neous, electro-, homogeneous, and bio-catalytic systems. In addition, they have great
relevance to understanding corrosion as well as a host of other materials issues. A number
of outstanding reviews exist which describe the structure and reactivity of water over
metal and metal oxide substrates[1,2] . Rather than repeat these analyses, we try to sum-
marize some of the important factors and describe the systematic changes that occur in
the structure, adsorption and reactivity of water on metal substrates as we move from the
adsorption of water in the vapor phase to the solution phase and then on to the influence
of applied potentials.

6.2.1 Reactions in Solution

The presence of solution can dramatically alter the resulting chemistry at the solution-
metal interface. This is clearly present even in the neat liquid phase dissociation processes
alone. For example, the dissociation of acetic acid proceeds in the vapor phase at higher
temperatures via a homolytic process that leads to the formation of CH3CO2• and H•
free radical intermediates. This homolytic activation of the O–H bond in acetic acid
costs 440 kJ/mol[3a]. The heterolytic activation of acetic acid to form CH3CO2– and H+

intermediates, however, is significantly more endothermic, costing +1532 kJ/mol.
This reaction is simply the reverse of the proton affinity for acetate. The dramatic

increase in the endothermicity for the heterolytic reaction is due to the fact that the
charged products which form are unstable alone in the vapor phase. The neighboring wa-
ter molecules begin to hydrogen bond with acetic acid and stabilize the charged complexes.
The results in Fig. 6.1 indicate that there is a precipitous drop in the endothermicity of
the dissociation reaction that occurs by adding just 1, 2, or 3 water molecules. The water
molecules effectively stabilize both the proton and the acetate anion (CH3COO−) that
form. As we get to 12 water molecules or more, the dissociation actually becomes ther-
moneutral. The stabilization of the charged products is much stronger than the energy
required for the heterolytic activation, hence the dissociation energy becomes thermoneu-
tral. The dissociation energy changes from +1532 kJ/mol in the vapor phase to 0 kJ/mol
in solution. This agrees quite well with experimental results, which indicate that the pro-
ton affinity is 1540 kJ/mol whereas the dissociation of acetic acid in solution is 1.6 kJ/mol.

6.2.2 The Adsorption of Water on Metal Surfaces

The adsorption of water on most metal surfaces is typically rather weak and controlled
by a balance between the strength of the metal–water bond and the water–water[1,2,4,5]

interactions. Molecular water adsorbs on metal and metal oxide substrates through the
donation and back-donation of electrons between the frontier molecular orbitals of water
and the states of the metal near the Fermi level.
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Figure 6.1. The effect of water on the energies for the heterolytic dissociation of acetic acid. (a) Gas

phase, (b) reaction with one water molecule, (c) reaction with three water molecules, (d) reaction in bulk
water.

Figure 6.2. Molecular orbitals and their corresponding energies for water.

On metal oxides weak hydrogen bond interactions can also evolve. The molecular orbital
energy diagram for the gas-phase water molecule alone is shown in Fig. 6.2.

The frontier orbitals are the 1b1, 3a1 and the 1b2 states. We recognize these orbitals as
two px- and py-type oxygen atomic orbitals interacting with symmetric and antisymmetric
hydrogen atomic orbital combinations (1b2 and 3a1, respectively). The 1b1 molecular
orbital is the non-bonded 2pz atomic orbital on oxygen. All three of these states are
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typically seen in valence band photoemission spectroscopy. Which of these states controls
adsorption is difficult to discern from the shifts in photoemission spectroscopy alone [2].

Michaelides and co-workers[4,5] have shown theoretically that for monolayers and bi-
layers of water on Ru, the predominant overlap occurs between the 2px type 3a1 orbital
of water with a dz2 state on Ru. In addition there is overlap between the lone–pair 1b1

orbital on water and the Ru dz2 state. The overlap and mixing of the metal surface state
with the 1b1 orbital is significantly stronger. An electronic analysis shows that there is
a charge depletion from the 1b1 and Ru dz2 states with a charge accumulation on the
lower lying dxz and dyz states. There is also a small charge increase between the O and
the Ru[4].

The adsorption of water at low coverage on most metal surfaces is fairly weak, whereby
water prefers to sit atop a metal atom so as to avoid Pauli repulsive interactions between
the lone pair of electrons on water and the filled states of the metal. The bond lengths be-
tween the metal and the oxygen are within the range 2.1–2.3 Å[3b,5]. Valence bond theory
indicates that water should tilt significantly with respect to the surface. The degree of tilt
with respect to the surface normal varies with the metal and the nature of the surface. At
low coverages, water can adsorb as isolated species; form 2D or 3D clusters; assemble into
well-ordered surface structures commensurate with the registry of metal lattice spacing;
or dissociate into OH and H. The structures that form depend upon the balance between
the metal–water bond strength and water–water bond strength for the specific system
of interest in addition the system conditions, i.e. temperature and pressure. For systems
where the metal-water interactions are weaker than the water–water interactions, water
prefers to form clusters. For systems where the metal–water interactions are stronger than
the water–water interactions, water will tend to form commensurate surface structures.
For systems where the metal-water interactions are much stronger than the water–water
interactions, water can begin to dissociate[2].

The adsorption of water onto the metal in the vapor phase is typically quite weak with
adsorption energies on the order of 30–50 kJ/mol, with some notable exceptions[3b,5].
DFT slab calculations predict the adsorption of a single water molecule to be 50 kJ/mol
on Ag(111), 30 kJ/mol on Pd(111), 30 kJ/mol on Pt(111), 37 kJ/mol on Rh(111), and
100 kJ/mol on Cu(110). Noteworthy is the increased hydrophilicity of the Group IB noble
metals compared with that of the group VIII metals.

As the coverage is increased, water can form monolayers, bilayers or 3D water[2] clus-
ters. In addition, water can form either ice-like crystalline surface structures or amorphous
liquid water. This, once again, is highly dependent upon the balance between metal–water
and water–water bond strengths and also the system conditions. Vassilev et al.[6], for ex-
ample, found that as the coverage of water was increased from 1/3 to 2/3 ML, the effective
adsorption energy per water molecule increased from 37 to 56 kJ/mol. At 2/3 ML cover-
age, the water layer is actually a bilayer which takes on considerable hydrogen-bonding
interactions between neighboring water molecules. When the binding energy of the entire
bilayer is calculated, it is found that the interaction energy with the metal surface is es-
sentially vanishing. As mentioned above, a very similar conclusion follows from the work
of Desai and Neurock[3b].

The adsorption of water on most close-packed metal surfaces leads to the formation
of the well-known bilayer structure. In this system, water prefers to adsorb on the metal
substrate in a hexagonal ring structure which matches the registry of the metal substrate,
as shown in Fig. 6.3. Three water molecules within the ring are bound to the substrate
through their oxygen ends. The two hydrogen atoms are directed towards the oxygen
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end of two neighboring water molecules, thus forming two hydrogen bonds to the solution
phase. Each of the three water molecules bound to metal surface within the hexagonal ring
brings in one more water molecule due to hydrogen bonding, thus resulting in six water
molecules that make up the hexagonal ring structure. These secondary waters are further
away from the surface where they form hydrogen bonds with those water molecules that
are directly bound to the substrate.

Figure 6.3. The general bilayer structure of water adsorbed on a close-packed transition-metal surface.
(a) H-up structure, (b) H-down structure, (c) transition state for bilayer dissociation, and (d) partially

dissociated bilyaer structure[4].

This leads to the formation of two distinct layers of water molecules[2,5]. The first
layer is directly bound to the surface via metal oxygen bonds whereas the second layer
is indirectly bound to the substrate via the formation of hydrogen bonds. Two different
conformations of the bilayer are possible. In the first conformation, one of the hydrogen
atoms from the water molecules in the second layer is pointed up (H-up) into the vacuum.
In the second, the hydrogen atom from the water molecule in the second layer is directed
down toward the metal substrate (H-down).

Water which is bound to most transition-metal surfaces tends to form this bilayer
structure on close-packed surfaces. Experimental results for water on Ru(0001), however,
were found to be characteristically different than those on other transition-metal surfaces.
Held and Menzel[7] identified the oxygen atoms from water molecules in two different
layers and speculated on the formation of a “bilayer” structure for water adsorbed on
Ru(0001) in a (

√
3 x

√
3)R30◦ state separated by only 0.1 Å[7]. They speculated that

this was the result of the formation of a compressed water bilayer. Feibelman[8] later
showed via theoretical calculations that the only water structures that fit the short 0.1
Åseparation distance between oxygen atoms of the bilayers are those that involve partially
dissociated water along with neighboring water molecules. Feibelman[8] and Michaelides
et al.[4] showed that the barrier for water dissociation was reduced from 0.8 eV to 0.5 eV
of moving from isolated water molecules to water molecules contained within the bilayer
structure. The partially dissociated states also had the lowest energies. Water can also
dissociate over various other metal surfaces, especially at higher temperatures.

The dissociation of an isolated water molecule occurs via the insertion of metal atom
into one of its O–H bonds. As the O–H bond is initially activated, the energy level of the
unoccupied σ∗ antibonding O–H orbital lowers, thus allowing for electron transfer from the
metal into this state. This subsequently facilitates the activation of water. Dissociation of
an isolated water molecules adsorbed from the gas phase at the metal/vapor interface leads
to the formation of a surface hydroxyl as well as a surface hydride. Desai and Neurock[3b]

showed that the activation of water over Pt(111) would be highly endothermic (+90
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kJ/mol) and require overcoming a barrier of +140 kJ/mol. The reaction path is shown in
Fig. 6.4 (see also Chapter 3. pages 133, 134).

Figure 6.4. The homolytic activation of water over Pt(111). On the left: water adsorbed reactant state.
In the center the transition state for O–H activation. On the right the surface hydroxyl and hydride

products[3b].

Under UHV conditions, water would preferentially desorb rather than react. The barrier
for the activation of water over Ru, however, is considerably lower at +90 kJ/mol. The
reaction is now slightly exothermic. The barrier, however, is still too high to overcome
under UHV conditions. The barrier however is reduced significantly as the density of
water increases from the monomer structure to the bilayer and then on to multilayer
adsorption, as will be discussed.

The dissociation of water was examined over a range of different close-packed transition-
metal surface structures in order to establish periodic trends. The results shown in Fig.
6.5 indicate that it becomes easier to activate water over metals that lie to the left of the
periodic table which have more vacancies in the d-band.

Figure 6.5. Periodic trends in the reaction energies for the homolytic surface dissociation of water at
the vapor/metal interface. Energies are in kJ/mol.

In addition, water is also more readily activated over metals that lie higher up in the
periodic table. The relative ordering of the metals, examined in Fig. 6.5, that most readily
activate water is:

Ni > Ru > Rh > Cu

The activation of water at the aqueous metal interface can be characteristically different
from that at the vapor metal interface owing to changes in the dielectric constant of the
medium, increased hydrogen bonding network and potential changes to the metal sub-
strate. Density functional theoretical results for multilayers of water adsorbed on Pt(111)
indicate that the water molecules near the surface take on a bilayer-like structure whereas
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water molecules in solution either form an ordered ice-like structure if they are optimized
at 0 K, or form a more amorphous random structure as the result of ab initio MD simu-
lations at higher temperatures. The homolytic activation of water to form adsorbed hy-
drogen and a surface hydroxyl intermediate is stabilized owing to the presence of aqueous
water but the change is only 10 kJ/mol. This is likely due to the fact that the transition
state for the homolytic activation is not very polar. A second, more likely, path would
involve the heterolytic activation of water to form a proton (H+) which is stabilized by
the aqueous medium and a negative hydroxide ion on the metal substrate. The extra
electron can readily transfer to the metal. The proton migrates away from the surface
via proton transfer through the network of water molecules at the metal surface. Water
directly participates in the mechanism by providing a conduit for proton transfer. This
lowers the barrier by over 40 kJ/mol. The reactant, transition and product states for this
reaction over Pt(111) are very similar to those over the Pt66.6%Ru33.3% surface which, is
shown in Fig. 6.6[3b].

Figure 6.6. The heterolytic activation of water over Pt66.6%Ru33.3%alloy in the presence of aqueous

water. (a) Water adsorbed reactant state, (b) the transition state for O–H activation, and (c) the surface
hydroxyl and aqueous hydronium ion product states.[3b]

The addition of Ru to the Pt surface can influence both the vapor phase and the
aqueous phase reaction energies.[3b] The substitution of just 1 out of every 3 Pt atoms in
Pt surface layer leads to a significantly lower activation barrier. The results in the vapor
phase indicate that the barrier falls by nearly 45 kJ/mol to 108 kJ/mol from the Pt(111)
surface. This is due to the fact that water preferentially adsorbs and activates at the
Ru sites. The activation barrier for water over the Pt66.6%Ru33.3% surface is 106 kJ/mol,
which is only 11 kJ/mol higher than that on the Ru(0001) surface. This is due to the
fact that the reaction is local, involving a single metal atom insertion. The surrounding
Pt atoms have a weak electronic effect on the chemistry at the Ru site. The activation of
water over the Pt66.6%Ru33.3% alloy in an aqueous medium, however, is quite different.
The reaction proceeds heterolytically, thus forming a solvated proton, a surface hydroxyl
intermediate and an electron that is delocalized over the metal. The transition state for
the heterolytic reaction is much more polar and therefore can be stabilized by the presence
on an aqueous medium. The barrier for this reaction over the alloy surface in solution is
only 26 kJ/mol. This is considerably lower than the energy for the vapor phase reactions
and those reactions carried out over Pt and Ru substrates in the aqueous phase. There
appears to be strongly enhanced synergy between Pt, Ru and the aqueous medium. The
reactant, transition, and product states for this reaction are shown in Fig. 6.7.
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Figure 6.7. The adsorption of atomic hydrogen on (A) Pt(111) in aqueous solution leads to proton

formation whereas the adsorbed atomic hydrogen on (B) Ru(0001) remains as adsorbed hydrogen in the
presence of an aqueous solution. [3b]

Figure 6.8. The overall Born–Haber thermodynamic cycle for the free energy required to create hydro-
nium ions from adsorbed hydrogen in the presence of water[3b,10].

A key step in the aqueous phase activation of water involves the generation of protons.
Ab initio calculations showed that atomic hydrogen adsorbed on Pt(111) would transfer its
electron into the metal and then migrate into solution as a proton. Wagner and Moylan[9]

and later Kizhakevariam and Stuve[10] showed experimentally that adsorbed hydrogen in
the presence of solution on Pt(111) forms hydronium ions. Similarly, Desai and Neurock[3b]

used theory to show that adsorbed hydrogen on Pt(111) can readily transfer its electron to
the metal and thus generate protons. The net results, however, would ulrimately require
that proton and the electron recombine. The results from this reaction are shown in
Fig. 6.7A. These same calculations performed on the Ru(0001) surface indicate that the
hydrogen remains bound to Ru as a hydride (Fig. 6.7B). These differences can be explained
by constructing a simple Born–Haber cycle for the process such as that shown in Fig. 6.8:

H(a) + H2O(aq) + M −→ H3O+(aq) + M + 1 (6.1)
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The desorption of hydrogen and its dissolution into the aqueous phase require the following
steps: (1) desorption of H• into gas phase, (2) the ionization of H+, (3) the solvation of
the proton into water, and 4) the capture of the resulting electron by the metal (i.e.
electron affinity). The only steps which change on moving to different metals are the
desorption of hydrogen and the work function of the metal. Steps 2 and 3 are identical
regardless of the metal. While the desorption of hydrogen changes with the metal substrate
used, the change is small compared with the changes in the work function of the metal.
Kizhakevariam and Stuve[10] estimated that the free energy for proton transfer would be
greater than or zero for metals with work functions greater than 4.88 eV. Theoretical
results from Desai and Neurock[3b] showed that Pt and Pd in the presence of adsorbed
water had work functions that were greater than 4.88 eV. The overall energy for proton
formation was calculated to be –57 and –14 kJ/mol exothermic over Pt(111) and Pd(111)
substrates, respectively. The work function for Ru(0001) was calculated to be below 4.88
eV and thus the reaction to form the hydronium ion was found to be endothermic by +40
kJ/mol. This suggests that while Ru may activate water it will have a stronger tendency
to hold onto the hydrogen atoms as a hydride.

Interestingly, the Pt66.6%Ru33.3% surface alloy has a work function that is 4.92 eV,
which would suggest that this metal could result in the formation of protons. The calcu-
lations confirm that hydrogen atoms desorb as protons on this surface. The key here is
that the addition of Pt to the Ru lattice helps to aid in the heterolytic activation of water
since Pt increases the work function of the metal, thus enhancing its ability to accept
electrons. The Pt, Ru and aqueous solution form a unique active nanoscale environment
whereby Ru is necessary to adsorb and activate water, Pt increases the work function
of the metal which enhances electron transfer, and finally the aqueous solution phase
promotes proton transfer into solution.

It is clear that the activation of water at the aqueous phase/metal interface is quite
different than the activation of water at the vapor phase/metal interface owing to charge
stabilization and electron transfer. The ideas presented on PtRu can be extended to
the activation of water in the aqueous phase over various other metals. The results in
Fig. 6.9 were calculated by using a Born–Haber cycle similar to that shown for hydrogen
dissolution described earlier[11]. In this analysis, the ionization energy of H•, the solvation
energy for H+, the work function of the metal and the change in hydrogen-bonding
contributions are used to correct the energies for the vapor-phase activation of water to
account for the effects of solution. These thermodynamic estimates of the overall reaction
energies for the dissociation of water at the aqueous/metal interface are shown in Fig.
6.9 for various close-packed transition-metal surfaces. The best metals are those which
demonstrate favorable energies for the vapor-phase activation of water and, in addition,
have work functions that are high enough to promote the heterolytic activation of water.
The best metals show the following trend with respect to their overall favorability to
activate water:

Ni > Rh > Ru > Cu

The higher work function for Rh over Ru here changes the relative ordering of the met-
als in terms of favorability from that found for vapor-phase activation. Actual ab initio
calculations which explicitly examine the reactants and products at the metal/solution
interface yield overall energies for the dissociation of water on Cu and Pt in an aqueous
medium of 30 and 90 kJ/mol, respectively. These values are consistent with the estimates
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Figure 6.9. Periodic trends in the reaction energy for the protolysis of water to form surface-adsorbed
hydroxyl intermediates and hydronium ions in solution.

reported in Fig. 6.9.
In addition to its influence on stabilizing charged states, water can also directly par-

ticipate in elementary physicochemical processes such as reaction and diffusion. We have
already described the fact that water can be directly involved in a chemical reaction by
providing a conduit for proton transfer. Similarly water can aid in the diffusion of charged
surface intermediates. For example, Vassilev et al.[6] found that adsorbed OH interme-
diates demonstrated enhanced mobility on the Rh(111) surface when additional water
molecules were coadsorbed. The increased diffusion was the result of fast proton transfer
through neighboring water molecules and the adsorbed OH. Protons transfer in the op-
posite direction, thus giving the impression OH migration in the forward direction (see
Fig. 6.10). This is a Grotthus-like mechanism which has been used to describe hydroxyl
mobility in H2O[12]. Desai and Neurock[3b] found similar results for the activation of water
in an aqueous solution adsorbed on a PtRu surface. Their ab initio molecular dynamics
results show that the OH hopping is quite rapid, occurring in only a few picoseconds. The
barrier for proton transfer was found to be very low.

6.2.3 Influence of Potential

The results for the dissociation of water at the metal/solution interface show the well-
known double-layer structure that is at the heart of most electrochemical systems. While
the negative charge is delocalized, it still acts to polarize the surface. The proton which
forms exists as either a hydronium (H3O+) or a Zundel (H5O2

+) ion both of which are
about one solvation shell removed from the surface. This is known as the inner-layer
Helmholtz layer. The chemistry that occurs at the interface polarizes the surface, which
ultimately leads to a potential across the interface. In an actual system, the electrolyte
plays an important role in establishing the potential as well as in potentially altering the
structure and chemistry that occur at the interface.

Modeling electrochemical systems from first principles presents a considerable chal-
lenge. Quantum mechanical simulations are typically carried out within the canonical
ensemble formalism where the number of electrons remains constant. The free energy is
calculated with a constant temperature, volume and number of electrons F (T, V, Ne).
Electrochemical systems, on the other-hand, are typically performed at a constant chemi-
cal potential in the grand canonical ensemble where µ(T, V, Ne) is a constant. Throughout
this book we have presented examples where the number of electrons is preserved upon
chemical reaction. In order to model an electrochemical system, we would have to model
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the structure and chemistry that occur at the anode simultaneously with that which oc-
curs at the cathode, the rate of electron transfer through the circuit that connects the
two, along with the rate of ion transport across the cell and local changes in electrolyte
composition. This is not currently possible.

Various approximate approaches, however, have been taken in order to simulate elec-
trochemistry at an electrode surface. Some of the first quantum mechanical models were
developed by Anderson[13], who used non-charge self-consistent atom superposition and
electron delocalization (ASED) molecular orbital theory to probe changes in the polariza-
tion and hybridization and their influence on surface bonding. Bagus and Pacchioni[14],
Illas and Mele[15], Lambert[16], Curulla and Clotet[17], Head-Gordon and Tully[18] and
more recently Wasileski et al. [19] demonstrated both qualitatively and quantitatively the
influence of electrode potential on the intramolecular bond stretching known as the Stark
effect.

There have been very few ab initio efforts, however, aimed at examining the influ-
ence of an applied potential on electrochemical reactions. Anderson and co-workers have
developed models to determine the reversible potentials for reactions occurring at the
outer-sphere as well as within the double layer, and the activation barriers for electron
transfer reactions.[20],

Anderson and co-workers calculated reversible potentials for outer-sphere processes by
using the following equation for the Gibbs free energy:

∆Go = −nFU o (6.2)

where n is the number of electrons that transfer and F the Faraday constant. They derived
the following semiempirical expression in order to estimate the internal energy:

U0 = (EreV
−1 + c)V (6.3)

which linearly relates the reaction energy Er to the internal energy. The reaction energy
can be calculated using ab initio methods quite easily. The term c, in Eq. (6.3) refers to an
empirical parameter which can capture some of the features of the local environment and,
hence allow for such a linear trend. The value of c for reactions involving O2 reduction in
acid is 0.49 for MP2-type calculations and also B3LYP using 6–31G**. The constant will
change based on the system which is being analyzed. This approach is typically limited
to outer-sphere reactions run in acidic media.

The second method extends these ideas and is able to calculate reversible potentials
for reactions that occur within the double layer. The model can be used to simulate both
oxidation and reduction within the double layer. The influence of counterions from the
electrolyte on the reactions can also be included. This is accomplished by using point
charges and a Madelung sum in order to calculate the longer range electrostatic interac-
tions and the field that arises from these ions and their influence on the reaction center.

The reversible potential models are limited to overall reaction energies. The activation
barriers for electron transfer at electrode surfaces were modeled by establishing a reaction
center and following the radiationless electron transfer into or out of an open system. The
reaction center refers to the specific structural system where oxidation or reduction occur.
The system is open, thus allowing electrons to transfer in and out. Electron transfer in
the system occurs without an activation barrier when the electron affinities (reduction)
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or ionization potentials (oxidation) directly match the thermodynamic work function of
the electrode (U = 0). For the standard hydrogen electrode this can be written as:

EA = eU + 4.6 eV (for reduction) (6.4)
IP = eU + 4.6 eV (for oxidation) (6.5)

In order to calculate the activation barrier for a specific potential, one has to establish
the structure and corresponding energy of the reaction complex for constant electron
affinity (EA) or ionization potential (IP ) surfaces. The minimum energy point on the
corresponding surface is then the activation barrier.

The method was first used to treat outer Helmholtz plane reactions such as

Pt−OH2 . . .OH2(OH2)2 ←→ Pt−OH2 . . .H+−OH(OH2)2 + e−(U ) (6.6)

The activation energies can be calculated as the internal energy required for electron
transfer to occur and are therefore activation internal energies rather than the activation
free energies described by Marcus[21].

The approach was used to study the electrochemical dissociation of H2O at an anode
at electrode potentials of 0.6 V (NHE) on Pt. The reaction sequence used is

H2O −→ OHads + H+
solv + e−(U ) (6.7)

where U is the electrode potential.
The solvation structure of the proton was taken into account by modeling it as a

solvated hydronium ion H3O+(H2O)2. Ab initio SCF-HF MP2 theory was used along
with small Pt atom clusters to show that the dissociative adsorption of H2O requires the
direct assistance of additional H2O molecules:

Pt−HOH . . . OH2(OH2)2 −→ PtOH . . .H+ · OH2(OH2) + e−(U ) (6.8)

The approach was later extended to include explicit solvent molecules and Madelung po-
tentials in order to begin to model the influence of solution and electrolyte. The approach
begins to capture features of the elementary electrochemistry but does not include the
effects due to electrode potential on bond polarization or more complex reaction environ-
ments.

Halley and Mazzolo[22] developed a first-principles-based direct dynamics method to
examine the water/copper metal interface. Previous models on the electrochemical metal/
water interface published in the literature could not straightforwardly describe the asym-
metry of the capacitance measured experimentally in the double layer. In approach taken
by Halley and Mazollo, the electrons in the metal are modeled quantum mechanically
using a jellium-type free electron model where only the s-electrons in copper are treated.
Pseudopotentials are used to describe the electron interactions with water. The water so-
lution phase is decoupled from the electronic structure and treated by molecular dynamics
simulations with explicit water molecules using classical force fields. Gouy–Chapman the-
ory is used to treat ionic screening. The electronic structure at the interface between the
metal and the water is carefully matched by performing electronic structure calculations
on the metal substrate after each time step in the water MD simulation. The approach
was used to examine the influence of applied potential on the structure of the metal-water
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interface. The system size examined was very large, including a solution layer comprised of
245 water molecules sandwiched between two metal layer slabs, each of which contains 36
metal atoms per layer. The simulations explicitly account for electronic structure contri-
butions and on the influence of the double layer observed interfacial structure. The results
show that more strongly bound water can lead to metastable charging at the interface.
Water molecules that sit at atop sites tend to be very sensitive to potential and may help
to explain previous X-ray structural data for water adsorbed on Cu and the asymmetry in
the capacitance. The results also suggest that the macroscopic field is effectively screened
to a significant degree near the interface.

Nørskov et al.[67] recently developed a simple approach to examine electrocatalytic
reduction of oxygen over Pt. More specifically, they examined the reaction sequence pro-
posed in Eqs. (6.9–6.11) as a model of the chemistry at the cathode.

1
2
O2(g) + ∗ −→ O∗ (6.9)

O ∗ +H+ + e −→ HO∗ (6.10)
HO ∗ +H+ + e −→ H2O + ∗ (6.11)

In their approach, they set a reference potential equal to that of the standard hydrogen
electrode:

1
2
H2(g) −→ H+ + e−

. This can then be used to relate electrocatalytic reactions proposed in Eqs. (6.9–6.11) to
the simple surface reaction energies defined in Eqs. (6.12–6.13).

H2O + ∗ −→ HO ∗ +1/2H2(g) (6.12)
H2O + ∗ −→ O ∗+H2(g) (6.13)

by separating out the electron transfer terms. The free energies for the electrocatalytic
reactions (6.10) and (6.11) can be equated with the reverse reaction energies of Eqs. (6.12)
and (6.13) at the electrode potential U = 0 by taking their relative energies with respect
to the standard hydrogen electrode

H+ + e −→ 1
2
H2(g)

The energies for the individual surface intermediates are simply shifted by the electrode
potential, –eU . They explicitly examine the influence of surface water molecules and the
effects of coverage in their calculations of the intermediate binding energies. The solution
pH is accounted for by calculating the value of the free energy with respect to the system
pH by the following classical expression:

G(pH) = −kT ln[H+] (6.14)

The gas-phase surface energy calculations were then used to calculate the influence
of electrode potential on the O2 reduction scheme presented above. They then used this
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methodology to examine a range of different transition metal surfaces in order to map
out periodic trends and establish metals that would be most effective. In addition to the
mechanism proposed in Eqs. (6.9–6.11), they also examined a mechanism in which the
O2 bond remains intact before the addition of hydrogen.

More recently, Lozovio et al.[23] developed a first-principles periodic DFT supercell
approach for simulating the metal vapor phase interface at constant chemical potential.
In this approach, charge is either added to or removed from the metal in order to fix an
applied electrochemical potential. Charge neutrality within the supercell is maintained by
adding an opposite background charge into the vacuum region. The background charge
is added to a reference plane which lies parallel to the surface at some distance into the
vacuum region. For simplicity, this can be chosen to be the center of the vacuum region.
The electrostatic potential along this plane is then defined as zero. Placing the charge
sheet at a fixed distance into the background has two important effects. It acts as a
reference electrode and it terminates the field at some finite distance from the surface. In
addition, it defines the energy zero by which to reference different systems. The chemical
potential is then defined as the energy to move an electron from the metal to this fixed
reference electrode or take an electron from the reference electrode and place it within
the metal.

The approach requires that both the energy and the potential be corrected for carrying
out such a process. The correction to the DFT-calculated energy is

Ees = EDFT
es +

q

A0

〈
V DFT

〉
Ω0

+
πq2

A2
0

(
∧−Lz

3

)
(6.15)

where EDFT and V DFT refer to the uncorrected electrostatic energy and potential, re-
spectively, that are the direct result from the periodic DFT calculations, 〈V DFT〉Ω0 is
the average electrostatic potential which can be calculated by integrating the potential
derived from the electronic structure calculations over space, q is the net charge that is
added or removed from the system, A0 is the cross-sectional area of the unit cell in the z
= 0 plane, Lz is the total length of the cell in the z direction, L is the distance from the
surface (z = 0) to the background reference electrode, Ω0 refers to the volume of the cell
and ∧ is the distance from the surface into the double layer. To test the system for Pt,
the Helmholtz free energy was plotted with respect to the chemical potential. The results
which are shown in Fig. 6.10 indicate a parabolic behavior whereby the minimum free
energy lies close to µ = 0, as should be expected. The approach has more recently been
used to examine the stability and possibility of reconstruction of Pt(110) and Au(110)
surfaces under different electrochemical conditions [23].

Filhol and Neurock[24] established a similar constant charge (canonical) approach in
order to simulate electrochemistry at aqueous/metal interfaces. A potential across the
interface is induced by tuning the charge in the metal. This change in charge of the metal
is compensated for by the addition of an equal, but opposite, change in charge, distributed
homogeneously over the background of the cell. The homogeneous background used in
these simulations is similar to that defined by others for other solid-state systems[23,25].
The addition (or removal) of charge at the surface of the metal subsequently polarizes the
homogeneous background charge density in the solution layer and thus orients the water
molecules at the water/metal interface. Heterolytic reactions subsequently go on to form
the well-known double-layer structure at the interface.

The approach subsequently uses a double-reference system in order to determine the
potential. By comparing the energies for different structures at a given potential, one



Mechanisms for Aqueous Phase Heterogeneous Catalysis and Electrocatalysis 281

Figure 6.10. Ab initio calculations of the Helmholtz free energy with respect to the chemical potential
[23].

is able to determine the free energy difference between these given states at a constant
potential, thus allowing for constant chemical potential calculations. The approach has
been used to examine various electrochemical reactions at the metal/solution interface.

In the Filhol–Neurock approach, the total energy (EDFT) of the charged slab with ne

electrons and a background charge of nbg is described by the following expression:

EDFT(ne, nbg) = Eslab(ne) + Eslab−bg(ne, nbg) + Ebg(nbg) (6.16)

where Eslab is the energy of the slab without a background, Ebg is the energy of the
background without a slab and Eslab−bg the interaction energy between the slab and the
background.

The charge which is delocalized over the surface of the slab and the compensating
background charge interact with one another and therefore must be corrected for in
order to determine the true total energy. The values for ne and nbg are not independent
as mne = −nbg = q. The general relationship between the chemical potential µ and the
total energy (E) therefore does not hold true for the total energy of the unit cell:

µ =

[
∂E(ne, nbg)

∂ne

]
nbg

�=
[

∂EDFT(q,−q)
∂q

]
(6.17)

The description of the total DFT energy, EDFT, must therefore be corrected for the
interaction between the electrons in the slab and the background charge as was done in
Eq. (6.16).

The slab and background are ultimately decoupled and the total electron energy can
be defined as

Eelec = EDFT +
∫ q

0

〈
Vtot(Q)

〉
dQ (6.18)

where
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V (q) =
1∑

unit cell

∫ ∫ ∫
V (→r )d →

r (6.19)

This satisfies the relationship given in Eq. (6.11). The total free energy of the system
(EFree), which includes contributions for the excess electrons (q) at the Fermi potential
φvac and is equivalent to

EFree = EDFT +
∫ q

0

〈
Vtot(Q)

〉
dQ − qφvac (6.20)

The potential-dependent energies presented here refer to the EFree values.
The chemical potential, φvac, referred to as the vacuum level is obtained directly from

the calculations by using the Janak[26] theorem. The corresponding potential, U , which is
referred to the standars hydrogen electrode, is extrapolated from the chemical potential
according to the experimental relationship [27]:

U = −4.85− φ

e
(6.21)

in order to allow for the direct comparison with the experiments. The value of U for the
standard hydrogen electrode was calculated by Taylor et al.[32] to be 4.51 at 0 K and 4.67
at 300 K, which are in very good agreement with experimental values.

To simulate constant potential systems, one maps out the free energies between differ-
ent states of the system over a range of different potentials. The free energy between states
can then be calculated at any fixed potential. This approach has been used to examine
the structure and reactivity of the aqueous water/metal interface under electrochemical
conditions. Some of the results are summarized in the next section.

6.2.4 Electrochemical Activation of Water

We start our discussion with the adsorption and activation of water over Pd(111) and
then advance to other metals. Filhol and Neurock[24] used the approach described above
to examine the potential–dependent behavior of water over Pd(111). In the absence of an
electrochemical field or potential, water adsorbs on Pd(111) with its oxygen end directed
down towards the surface and its molecular plane tilted away from the surface normal
vector by approximately 60◦, as shown in Fig. 6.11.

Figure 6.12. The structure of the adsorbed water in an aqueous medium as a function of electrode

potential. The snapshots follow the well-known water flip-flop mechanism as one moves from a potential
of zero charge to more cathodic potentials. The dark atoms refer to oxygen and the light atoms refer to

hydrogen[24].
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Figure 6.11. The adsorption of liquid water on Pd(111). The binding energy for water on Pd(111) in

the vapor phase is 30 kJ/mol. The binding energy for liquid water is –2.5 kJ/mol[3b]. The dark atoms
refer to oxygen and the light atoms refer to hydrogen.

This is consistent with the results described earlier for the single bilayer structure of
water on different transition-metal surfaces. As the potential is decreased to more negative
values, water flips over, whereby its hydrogen atoms are now directed toward the surface.
This is seen in the sequence of structures for decreasing potential in Fig. 6.12. This change
in the water structure is well known in electrochemistry as the “water flip-flop” mechanism
[28]. Further decreases in the potential result in the stretching of the O–H bond. The O–H
bond ultimately breaks to form an OH− intermediate along with a surface hydride. The
hydroxyl ion readily migrates into solution. A further decrease in the potential drives
the OH− species further away from the metal surface. This is the result of field-induced
electromigration (diffusion). The phase transition for the activation of water to form the
surface hydride appears to occur at 550 mV. This is consistent with electroadsorption of
hydrogen experiments over Pd(111) which indicate that the reaction

(Pd−H2O) −→ (Pd−OH) + H+ + e− (6.22)

proceeds at 0.4 V with respect to the hydrogen electrode[29] .
At potentials which are slightly greater than the potential of zero charge, water is

adsorbed with its oxygen end pointed down towards the surface. Upon further increase
in the potential, water reacts to form a surface hydroxide intermediate along with a
proton, which migrates into the aqueous phase to form either a hydronium or a Zundel
ion, as showns in Fig. 6.13. The phase change for the conversion of water to hydroxide
on Pd(111) appears to occur at 1100 mV (pH = 7). The experimental results for this
system indicate that water reacts to form adsorbed hydroxide and protons at 0.8 V. The
experimental results, however, were obtained in an acidic medium. Correcting for pH
could shift the calculated potential closer to the actual experimental potential of 800
mV[22,28]. The composition under electrochemical conditions, however, is ill-defined, thus
making it difficult to compare theory and experiment directly.
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Figure 6.13. The anodic activation of water on Pd(111) to form adsorbed hydroxyl intermediates and
hydronium ions. The dark atoms refer to oxygen and the light atoms refer to hydrogen[21].

The phase diagram for the activation of water to form surface hydride and surface
hydroxide phases is shown in Fig. 6.14. The comparison of different structures at a given
potential can be compared in order to determine the free energy differences between these
phases at a constant chemical potential.

Figure 6.14. Ab initio-calculatedelectrochemical phase diagram for the activation of water over Pd(111)
to form either the surface hydride phase along with aqueous OH− ions or a surface hydroxide phase along

with hydronium ion[21].

Similar calculations were carried out for water activation over Cu(111), Ni(111) and
Pt(111) surfaces[31]. The calculations for water on Cu(111) go into much more detail and
show that the surface structure changes continuously as a function of applied potential
[31,32]. The results show that various additional surface phases can form that were not
explored over Pd(111). The snapshots outlined in Fig. 6.15 are the result of increasing
the charge in the system from what would be negative potentials to positive potentials.
In order to establish explicitly whether or not one of these phases exists would require
mapping out a detailed phase diagram for all of the phases, which is currently in progress.
Even without the entire phase diagram, the results presented in Fig. 6.15 are rather en-
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Figure 6.15. The structural changes of water and its reactivity on Cu(111) as a function of applied
potential.[32].

lightening as they show the full range of different structures that can form. In moving
from neutral potentials to more negative potentials, water flips over as was already dis-
cussed for water on Pd(111). At more negative potentials, water dissociates to form a
surface hydride along with hydroxyl intermediates that move into solution. This occurs
at –0.95 V for basic conditions. At more negative potentials, subsequent water molecules
can dissociate to begin to form OHOH chains in solution along with the evolution H2.

As the potential is increased from the potential of zero charge, water becomes more
oxidized and moves from the favored atop site to a bridge site. Further increases in the
potential lead to the activation of an OH bond and the formation of a surface hydroxide
which binds in a two-fold hollow site and proton which migrates into the solution to form
a hydronium ion. On Cu(111), the potential for this to occur was calculated to be –0.5
V for basic conditions. At even higher potentials, the OH intermediate moves from the
two-fold bridge site to the 3-fold fcc site. Further increases in the potential lead to the
formation of a surface oxide layer and ultimately dissolution of the metal. At even higher
potentials, place exchange between adsorbed atomic oxygen and surface metal atom can
proceed, thus allowing for the dissolution of Cu. While the specific potential at which
this occurs has yet to be determined, the results suggest that it is possible to begin to
examine the reactivity of the aqueous/metal interface and the stability of such interfaces
to changes in the potential.

The examples that follow below outline how we can begin to extend the general mecha-
nistic information gleaned from gas-phase surface reactions to more complex liquid phase
systems and electrochemical systems.

6.3 The Synthesis of Vinyl Acetate via the Acetoxylation of Ethylene

Vinyl acetate is synthesized via the selective oxidation of ethylene and acetic acid over
supported Pd and PdAu catalysts via the reaction

CH2=CH2 + CH3COOH +
1
2
O2 ⇀↽ CH2=CHO(O)CCH3 + H2O (6.23)
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The reaction is quite exothermic (–178 kJ/mol) and carried out in a multitubular fixed
bed reactor at temperatures that range from 140 to 190 ◦C, pressures between 5 and
12 atm and ratios of acetic acid/ethylene/CO2/O2 of 10–20/50/10–30/8. [33]. Potassium
acetate is typically added as a promoter to enhance reaction selectivity. The selectivity
to vinyl acetate is typically greater than 96%. Despite its industrial relevance, there have
been very few fundamental studies on the mechanism by which this reaction proceeds.
There is a long-standing debate as to whether the chemistry is carried out on the metal
surface or within a supported liquid phase that can form by the condensation of acetic
acid on the support[34]. It is well established in the homogeneous catalysis literature that
organometallic palladium acetate clusters catalyze the formation of vinyl acetate when
run in the presence of glacial acetic acid[35,36]. Similar palladium acetate clusters can
also form in the supported liquid phase of heterogeneous catalytic systems and may be
responsible for the activity seen over the supported catalysts. We compare the results
from gas-phase experimental and theoretical studies carried out over reduced Pd metal
with those carried out in the liquid phase over homogeneous palladium ion complexes.

We start by first analyzing the mechanism for this reaction as it may occur over the
metal surface and then describe mechanistic aspects of how it proceeds over in the homo-
geneous solution phase on organometallic Pd clusters.

The vapor-phase path which is carried out over supported Pd metal particles is thought
to occur via one of two different mechanisms. In the first, acetic acid adsorbs and read-
ily dissociates to form surface acetate intermediates as was proposed by Nakamura and
Yasui[37]. Ethylene also adsorbs and can react to form a surface vinyl intermediate
(CH2=CH∗). The vinyl intermediate subsequently reacts with surface acetate directly,
forming the vinyl acetate product. Molecular oxygen is activated to form atomic oxy-
gen, which acts as a thermodynamic sink to pick up any of the surface hydrogen that
forms from the activation of acetic acid or ethylene. The rates for the general steps for
the Nakamura and Yasui mechanism are outlined in Fig. 6.16 with and without direct
involvement of adsorbed oxygen. Oxygen can play also a role kinetically in assisting the
C–H activation of ethylene and/or the O–H activation of acetic acid, thus resulting in the
formation of water as a primary product which must desorb from the surface.

Figure 6.16. The different surface reaction paths proposed for the synthesis of vinyl acetate.
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Figure 6.17. Reaction energy diagram for surface oxygen atom-assisted formation of vinyl acetate

catalyzed by Pd(111)[39]. Energy is given in kJ/mol.

The primary surface reaction steps which include the activation of ethylene to vinyl
and the subsequent coupling of vinyl with acetate surface intermediates have been cited as
potential rate-determining steps in the Nakamura and Yasui route. Moiseev and Vargaftik
carried out experiments over giant palladium clusters comprised of 561 atoms and arrived
at a similar set of pathways[38]. They suggested, however, that the rate-controlling step
for this process involves the shift of ethylene from the π-bound mode to a di-σ-bound
mode.

Periodic density functional theoretical calculations were performed by Neurock and
Kragten[39] to examine the overall reaction energies and selected activation barriers for
the elementary steps for this particular mechanism in both the presence and absence of
oxygen. The overall reaction energies for the elementary steps for the oxygen-assisted path
are shown in Fig. 6.17. The two potential rate-limiting steps appear to be the reaction
of ethylene to vinyl and the coupling of vinyl and acetate to form VAM. The transition
states for the proposed limiting steps and their corresponding activation barriers were
calculated using ab initio DFT calculations. The results indicate that both the C–H bond
activation of ethylene and the coupling of vinyl and acetate have rather high barriers at
+120 and +110 kJ/mol, respectively. Atomic oxygen readily dissociates to form atomic
oxygen, which is clearly shown to be the stable thermodynamic sink, thus allowing for
the formation of water.

The second general mechanism proposed for the vapor VAM synthesis involves the
direct reaction between ethylene and adsorbed acetate as proposed by Samanos and
Bountry[40]. Both acetate and oxygen are found to adsorb very strongly to the Pd surface,
thus forming a partially oxidized surface. Ethylene can adsorb in either a π- or a di-σ-
configuration or react directly from the vapor phase with adsorbed acetate in a process
similar to that suggested for the homogeneous path over Pd3(OAc)6 (see Section 6.3.1).
The surface reaction of ethylene with acetate involves the insertion of ethylene into the Pd–
OAc bond to form the acetoxyethyl [CH3CO(O)CH2CH∗

2] intermediate (labeled C2H4OAc
in Fig. 6.16). The CH3CO(O)CH2CH∗

2 intermediate can subsequently undergo a β-hydride
elimination, thus leading to the formation of vinyl acetate, CH3CO(O)CH=CH2. The hy-
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drogen that forms can react with surface oxygen and desorb as water. This mechanism
is very similar to that which was proposed by Zaidi[41]. Zaidi, however, suggested that
the reaction actually proceeds in the solution phase directly at the reactive Pd–acetate
complex that forms in the liquid solution layer. The potential for supported liquid-phase
catalysis is described in more detail below.

The primary difference between the Nakamura ans Yasui and Samanos and Bountry
mechanisms specifically involves whether ethylene stays intact before reacting with ac-
etate or dissociates to form the vinyl intermediate. The overall energies calculated from
DFT indicate that ethylene insertion into acetate and the β-C–H bond activation of the
surface ethyl acetate could be rate limiting reaction steps. The overall energy for the in-
sertion of ethylene into acetate was calculated to be 60 kJ/mol whereas the overall energy
for β-C–H activation is exothermic at 30 kJ/mol[39]. The barriers for these steps, however,
have not been determined.

6.3.1 Homogeneous Catalyzed Vinyl Acetate Synthesis

The acetoxylation of ethylene to form the vinyl acetate monomer (VAM) can be catalyzed
by homogeneous catalysts comprised of PdCl/CuCl salts and carried out in glacial acetic
acid[38]. The reaction is catalyzed by the Pd2+ species which are reduced by the adsorption
of ethylene and subsequently reoxidized by oxygen and copper chloride. The speculated
mechanism is as follows

C2H4 + PdX2 + HX −→ [C2H4PdX3]− + H+

[C2H4PdX3]− + AcOH −→ [C2H4PdX2(OAc)]− + HX
[C2H4PdX2(OAc)]− −→ [C2H4PdX(OAc)] + X−

[C2H4PdX(OAc)] −→ CH2CH−OAc + Pd + HX

where X is a chloroacetate species[34,35]. Yields of 90% (based on ethylene) have been
reported for the processes developed by Hoechst and Bayer[33].

The reaction can also be carried out by starting out directly with palladium acetate
complexes. Alkali metal salts are typically used as promoters to help increase both the
activity and the selectivity. In the presence of an alkali metal promoter such as Na,
palladium acetate can exist as either a trimer (Pd3OAc6), a dimer (Na2Pd2OAc6) or a
monomer (Na2PdOAc4). These three different cluster forms are in equilibrium and can
be interchanged by changing the concentration of alkali metal. The rate appears to be
controlled by the β-hydrogen transfer from the bound β-acetoxyethyl intermediate to
form VAM. The apparent activation energy for VAM formation was reported to be 70
kJ/mol[42].

In the presence of water, Wacker chemistry tends to predominate, whereby ethylene
reacts with water rather than acetic acid and forms acetaldehyde as the primary product.
Henry and Pandey[44] showed that the addition of alkali metal acetates can help to shift
the product spectrum in order to form vinyl acetate in higher yields. The reaction is
thought to involve the nucleophillic attack of ethylene by acetate to form a C2H4–OAc–
Pd complex which subsequently undergoes β-C–H activation to form VAM. Acetic acid
or HCl can desorb from the complex to form Pd(0), which is reoxidized back to copper
chloride to regenerate Pd2+.
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Zaidi[41] and Samanos[40] suggested that a similar path, which is shown below, may
give rise to catalysis in the supported liquid layer for heterogeneous Pd catalysts:

Pd +
1
2
O2 + 2AcOH ⇀↽ Pd(OAc)2 + H2O (6.24)

Pd(OAc)2 + AcO− ⇀↽ Pd(OAc)3 − (6.25)
Pd(OAc)3 − + C2H4 ⇀↽ AcOCH=CH2 + AcOH + AcO− + Pd0 (6.26)

Pd is first oxidized to form a homogeneous Pd2+ cluster. Ethylene can then react via
an inner- or outer-sphere mechanism to form the acetoxyethyl intermediate (see next
section). The acetoxyethyl intermediate then undergoes a β-hydride elimination to form
VAM. DFT calculations were performed in order to understand the potential presence of
the liquid layer on a Pd surface and the energetics for the proposed homogeneous path-
ways.

6.3.2 Elementary Reaction Steps of Vinyl Acetate in the Liquid Phase

In order to understand the influence of a liquid layer, Desai et al.[3a]. carried out periodic
DFT calculations on the dissociative adsorption of acetic acid in both the presence and
absence of multilayers of water over Pd. Water was used as a simple model to mimic
the solution phase. The calculations were carried out by placing enough water molecules
throughout the unit cell in order to minimize the energy and approach the bulk density
of liquid water. Various reaction channels for acetic acid were subsequently explored.
The results indicate that the dissociative adsorption of acetic acid over Pd(111) is 28
kJ/mol endothermic in the gas phase. This reaction proceeds via a homolytic process,
resulting in products that are radical-like. The dissociation of acetic acid in the presence
of an aqueous medium, however, proceeds via a heterolytic process, resulting in products
that take on ionic characteristics. The dissociation energy of acetic acid in aqueous water
over Pd(111) to produce adsorbed acetate and a hydronium ion in the aqueous phase
is +37 kJ/mol. The products form a double layer at the metal–solution interface, as
shown in Fig. 6.18. The acetate anions are adsorbed at the surface whereas the protons
that form are removed from the surface by one solvation shell. Although this structure is
thermodynamically stable at the interface, it is not the lowest energy structure that can
form. The acetate anion would also prefer to be located in solution. The water molecules
in solution are more effective in solvating the anion than the metal surface is. The energy
difference between adsorbed acetate and free acetate anions in solution is exothermic at
–57 kJ/mol, which indicates that the acetate anions prefer to reside in solution. The
ability to access this state, however, requires energy to surmount the activation barrier
associated with desorption and solvent reorganization. At higher temperatures, the proton
from the solution phase recombines with the surface acetate species to form acetic acid.
Water subsequently displaces acetic acid in a concerted effort. Acetic acid ultimately re-
dissociates in solution to form an acetate anion and a proton. This process requires the
energy necessary to overcome the barrier associated with solvent reorganization. Similarly,
Campbell[43] found experimentally that the presence of an ethanol solution phase gave
rise to a significant increase in the activation barrier for the adsorption and desorption of
different alkanethiols on to the Au substrate. There is no measurable barrier for alkanethiol
to adsorb on to Au under UHV conditions. In solution, the alkanethiol must first displace
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Figure 6.18. The adsorption of liquid water on Pd(111). The Pd–water binding energy on Pd(111) in

the vapor phase is 30 kJ/mol. The Pd–water binding energy for liquid water is reduced to –2.5 kJ/mol.
The overall binding energy, however, increases owing to the formation of hydrogen bonds with the aqueous

phase[3a].

the ethanol before it can adsorb. This solution reorganization energy ultimately leads to
the measured barrier.

The aqueous solution layer that forms at the metal interface can ultimately provide a
medium for the dissolution of Pd ions or oxidized Pd clusters into the supported liquid
layer where they can then act as homogeneous catalysts. As was discussed earlier, the
acetoxylation of ethylene can be carried out over various PdxOAcy clusters where alkali
metal acetates are typically used as promoters. DFT calculations were carried out on
both the Pd2(OAc)2 and Pd3(OAc)6 clusters in order to examine the paths that control
the solution-phase chemistry. The Pd3(OAc)6 cluster is the most stable structure but is
known experimentally to react to form the Pd2(OAc)2 dimer and monomer complexes in
the presence of alkali metal acetates. The reaction proceeds by the dissociative adsorption
of acetic acid to form acetate ligands. Ethylene subsequently inserts into a Pd–acetate
bond. The cation is then reduced by the reaction to form the neutral Pd0. The reaction
is analogous to the Wacker reaction in which ethylene is oxidized over Pd2+ to form
acetaldehyde. Pd0 is subsequently reoxidized by oxygen to form Pd2+[35,36,44].

The reductive elimination of vinyl acetate can then proceed through either an inner-
or an outer-sphere reaction channel. The inner-sphere mechanism involves the reaction
between two ligands that are both already coordinated to the metal center. The outer-
sphere mechanism involves the reaction between ethylene which is coordinated to the
metal center and an acetate anion which resides in solution. A sketch of both the inner-
and outer-sphere reactions is given in Fig. 6.19.

Kragten et al.[36] carried out DFT calculations to determine the reaction energies and
the activation barriers for a sequence of elementary steps that make up both the inner- and
outer-sphere mechanisms. The effects of solution are included via the explicit introduction
of one or two acetic acid molecules along with an overall reaction field. The solute is
modeled by a cluster in which the charge is balanced by the coordination of protons to
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Figure 6.19. Proposed catalytic cycles for the inner- and outer-sphere Wacker-like mechanisms for the

acetoxylation of ethylene to vinyl acetate[36].

the cluster. The field is modeled via an overall continuum comprised of a specific dielectric
constant.

The overall potential energy profiles were calculated for both the inner- and outer-
sphere mechanisms for the homogeneous acetoxylation of ethylene to vinyl acetate. The
results, which include the effect of solvation, are shown in Fig. 6.20.

Both mechanisms initially proceed by the direct coordination of ethylene to a Pd2+

cation vacancy site. In the inner-sphere path, the coordinated ethylene species reacts with
an adjacent acetate ligand. This results in the formation of the acetoxy ethyl intermediate
coordinated to the Pd2+ center via the formation of a six-membeed ring structure. The
acetoxy ethyl intermediate subsequently undergoes β-CH bond activation over the pal-
ladium ion and forms vinyl acetate along with a hydride ligand (Pd–H). The calculated
barrier for C–H activation is 68 kJ/mol. Vinyl acetate subsequently desorbs, thus regen-
erating a free site. The resaturation of this vacancy with a ligand costs 85 kJ/mol. The
desorption of VAM therefore appears to compete with β-C-H transfer as the rate-limiting
process.

In the outer-sphere mechanism, the coordinated ethylene reacts with an acetate anion in
the solution phase to form the acetoxy ethyl intermediate at the Pd center. Acetoxy ethyl
subsequently undergoes a β-C–H transfer step which involves the coordinative transfer of
a proton from ethyl acetate to an adjacent acetate anion bound to the Pd2+ center. This
step liberates vinyl acetate along with acetic acid.

Figure 6.20 shows quite clearly that the outer-sphere mechanism is much less endother-
mic than the inner-sphere mechanism and hence the more likely path. β-Hydrogen transfer
appears to be the limiting step for both mechanisms. Although the presence of solution
helps to stabilize the transition state for this step in the outer-sphere process, the reac-
tion is still fairly endothermic. In the outer-sphere mechanism, hydrogen does not have to
transfer to a vacant site but can undergo a ligand-to-ligand transfer. This coupling reac-
tion is clearly much more favored in the outer-sphere path. The reaction is negative order
in acetate. This suggests that an acetate vacancy is necessary to carry out the reaction.
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Figure 6.20. Energy diagram of the inner- and outer-sphere mechanisms, including solvent effects.

Activation barriers are indicated by the small arcs; a barrier as low as the reaction energy is designated
by “no act.” The structure number refers to models shown in Fig. 6.19[36].

The results are consistent with the literature, which indicates that VAM synthesis pro-
ceeds over homogeneous palladium acetate complexes via either an inner- or an outer-
sphere mechanism[35,44]. The reaction process is quite similar to that for Wacker chem-
istry, which is thought to proceed via an outer-sphere process. The rate-limiting step for
both the inner- and outer-sphere mechanisms appears to be the β-hydrogen transfer. This
is consistent with experimental studies for vinyl acetate synthesis over homogeneous Pd
acetate and with other theoretical studies carried out on oxidized Pd clusters. The acti-
vation barrier for the β-hydrogen transfer was calculated by DFT to be 67 kJ/mol, which
is in good agreement with the experimental value of 70 kJ/mol found by Tamura and
Yasui[44] for VAM synthesis over homogeneous Pd acetate. These comparisons, should
be made very carefully, however, since the results are highly dependent on the actual
reaction conditions.

Solvent effects were found to be quite important in stabilizing charged complexes,
especially for the outer-sphere mechanism. In general, outer-sphere reactions are found
to have lower activation barriers than those for inner-sphere reactions. This is due to the
enhanced charge stabilization due to the presence of solution. Solvent effects play a small
role in altering the energy landscape. The influence of solvation has been included and
has been estimated using the reaction field theory expressions. Solvation corrections may
vary between –1 and –12 kJ/mol.

In addition to introducing the concepts of inner- and outer-sphere mechanisms, we
have also described proton transfer between ligands without direct interference with the
Pd2+ cation. This coordinative proton transfer helps to lower the activation barrier for
β-CH transfer in the outer-sphere mechanism, thus providing a lower energy path than
that available for the inner-sphere reaction route. Vinyl acetate desorption then becomes
easier in the outer-sphere route with a desorption energy of only 45 kJ/mol. The outer-
sphere mechanism is therefore preferred. The rate-controlling step in the outer-sphere
mechanism appears to be that for β-CH transfer. The activation energy for the ethylene–
acetate coupling reaction is significantly lower than that found in the inner-sphere. This
is because the presence of solution stabilizes the anion, thus opening up a low-energy
nucleophillic attack by the anion.



Mechanisms for Aqueous Phase Heterogeneous Catalysis and Electrocatalysis 293

6.3.3 VAM Synthesis: Homogeneous or Heterogeneous?

It is clear that there is now evidence that VAM synthesis can occur via both homogeneous
and heterogeneous pathways. Which of these mechanisms predominates is still actively
debated. Elegant reviews comparing the two mechanisms were given by Kragten[45] and by
Reilly and Lerou[34]. Mosieev and Vargaftik[38] indicated that the active sites are the Pd0

species and that these sites lead selectively to vinyl acetate with essentially no production
of acetaldehyde. Nakamura and Yasui[37] and Debellefontine and Besombes–Vailhe[46] et
al., on the other hand, suggest that Pd1+ species in the form of Pd–OAc are the active
species that catalyze the reaction. There is evidence that a supported liquid layer can form
under reaction conditions[40] and that VAM synthesis predominantly occurs over the Pd2+

species that form in this layer. Augustine and Blitz[47] showed that Pd(OAc)2 can form
over Pd crystallites. Crathorne et al.[48] suggested that a liquid layer which is 3 ML of
acetate/acetic acid thick can form and that the presence of alkali metal acetates increases
the absorption of AcOH. KOAc is speculated to be essential for VAM formation. KOAc
is thought to immobilize acetic acid in the form of a KOAc melt, which can solubilize
homogenous Pd2+-acetate complexes that then carry out the chemistry. The presence
of potassium and acetic acid help to limit the production of acetaldehyde. In addition,
the liquid layer that forms can block the metal surface to ethylene exposure and thus
suppresses ethylene combustion. Others, however, have indicated that the Pd2+ species
that form in the liquid layer are not active and can actually lead to agglomeration and
sintering since they are more mobile.

Recent in situ spectroscopic studies on the reactions of ethylene and acetic acid over
homogeneous complexes and reactions carried out over single-crystal Pd(111) surfaces
tend to suggest that the dominant path is over the metal surface. In situ ultraviolet–
visible, Raman, and infrared experiments carried out on the homogeneous Pd acetate
clusters by Kragten et al.[36b] show that although vinyl acetate is formed, the primary
product is actually acetaldehyde, which occurs via Wacker chemistry. Water, which is
the product from VAM synthesis, readily reacts with the homogeneous complexes to
form acetaldehyde, thus significantly decreasing the overall selectivity. The thought is
that although these homogeneous complexes may form, they are unlikely to catalyze the
primary route to VAM.

Recently, Tysoe and Stacchiola[49a], showed that VAM can be readily formed under
UHV conditions by the addition of ethylene over an acetate-covered Pd(111) surface. The
acetate intermediates were formed by the dissociative adsorption of acetic acid at low
temperature on the surface. The subsequent addition of ethylene leads to the titration
of acetate from the surface. The primary product identified by mass spectrometry was
vinyl acetate. The reaction was carried out over a narrow temperature range indicating
an activation barrier of about 65 kJ/mol. More recently, the same group[49b] used in situ
IR spectroscopy to show that reactions with labeled ethylene resulted in a shift of the IR
band at 1788 cm−1, which is indicative of VAM, to 1718 cm−1. DFT calculations indicate
that the band at 1788 cm−1 is from adsorbed VAM whereas the band at 1718 cm−1 is
much more likely the adsorbed acetoxyethyl intermediate. This suggests that the Samanos
mechanism, which proceeds via the direct coupling of ethylene with acetate over the Pd
surface, is the dominant path rather than that which proceeds through the formation of
surface vinyl intermediates and their coupling to form VAM.

The in situ Raman and UHV studies indicate that it is more likely that the metal
surface, and not solution-phase homogeneous complexes, catalyzes the acetoxylation of
ethylene to form vinyl acetate.
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6.4 Low-Temperature Ammonia Oxidation

In a second example, we examine reactions that relate to the Ostwald oxidation process,
where NH3 is converted to NO with high selectivity. The reaction is typically run at high
temperatures of around 1100 K over Pt/Rh alloy catalysts. The NO that forms is sub-
sequently converted into nitric acid via a series of consecutive reaction steps. At lower
temperatures, ammonia reacts to form N2 and N2O instead. The low-temperature conver-
sion of ammonia to N2 would be much more desirable in that it would lower energy costs
and, in addition, replace NO, an atmospheric pollutant, with N2, which is environmen-
tally benign. We will describe here the low-temperature catalytic conversion of ammonia
to form N2. For a review of high-temperature oxidation, in which coupling with gas-phase
radical chemistry plays an important role, we refer to Ref. [50].

Here, we compare three different catalytic systems used to carry out the catalytic
oxidation of ammonia: gas-phase oxidation over transition-metal heterogeneous catalysts,
gas-phase oxidation within zeolites and electrocatalytic oxidation of ammonia.

Figure 6.21. Low-temperature oxidation of NH3 using transition-metal catalysts.

In this first section, we focus on heterogeneous transition-metal catalysis. Two differ-
ent reaction paths can be distinguished in the activation of NH3 (see Fig. 6.21). The
first distinguishes the direct path through the dissociation of ammonia and subsequent
recombination of Nads atoms. The second reaction path involves the reaction of NH3, NO
and O to form N2 and H2O (see also Chapter 5, Section 5.6.10).

Ammonia adsorbed on the transition-metal surface can react to form different NHx

species. Both the presence of adsorbed oxygen and hydroxyl adsorbed on the metal surface
can help promote this reaction (see Chapter 3, Section 3.8).

Adsorbed oxygen readily acts to promote the activation of NH3 to NH2. Surface hy-
droxyl intermediates, however, were found to be even more reactive than adsorbed oxygen
and lower the barriers of all NHx decomposition reactions. At high temperatures all of
the NHx intermediates dissociate to form nitrogen atoms, which can then recombine and
desorb as N2 or react with adsorbed O and desorb as NO. In Table 6.1 we present a
comparison of DFT-calculated energies found in the literature for some of the elementary
reaction steps over different Pt surfaces. The results indicate that there is a very high sen-
sitivity of the activation energies to surface structure. The reactivity of the (100) surface is
dramatically increased over that of the (111) surface. As was discussed in Chapter 3, this
increase in the rate is due to the removal of metal atom sharing between the fragments
that form in the transition state.
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Table 6.1. Computed activationenergies in kJ/mol for elementary surface reactions relevant to ammonia
oxidation.

Surface
————————————————————————–

[111] [211] [533] [100]

Reaction

NO + N → N2O 178a;200b 43[h] 142∗

NO + O → NO2 152a

NO + NO → N2O + O 160b 115∗

NO → N + O 210b;235e, 65f 107f

246∗∗ 110i

N + O → NO 220∗∗ 73e 21f

N + N → N2 255∗∗ 73g 104h 10i

O2 → 2O 86c

O + H → OH 87d

OH + H → H2O 22d

∗ M. Neurock, S.A. Wasileski, D. Mei, Chem. Eng. Sci. 59, 4703 (2004)
∗∗ W. Offermans, R.A. van Santen, to be published.
a R. Burch, S. T. Daniells, P. Hu, J. Chem. Phys. 117, 2902 (2002)
b A. Bogicevic, K. C. Hass, Surf. Sci. 506, L237 (2002)
c A. Eichler, F. Mittendorfer, J. Hafner, Phys. Rev. B 62, 4744 (2000)
d A. Michaelides, P. Hu, J. Am. Chem. Soc. 122, 9866 (2000)
e M. Neurock, From First Principles To Catalytic Performance: Tracking Molecular

Transformations, Presentation at Schloss Ringberg Conference, Tegernsee 11
september 2003

f Q. Ge, M. Neurock, J. Am. Chem. Soc. 126, 1551 (2004)
g E.H.G. Backus, A. Eichler, M.L. Grecea, A.W. Kleyn, M. Bonn, J. Chem. Phys. 121,

7946 (2004)
h H. Wang, R.G. Tobin, C.L. DiMaggio, G.B. Fisher, D.K. Lambert, J. Chem. Phys. 107,

9569 (1997)
i A. Eichler, J. Hafner, Chem. Phys. Lett. 343, 383 (2001)

The activation of ammonia with oxygen to produce NO is endothermic, whereas the
activation of ammonia to form N2 in the gas phase is exothermic. The selectivity towards
NO will, therefore, increase as the temperature is increased. However, the activation
barrier to form adsorbed NO from adsorbed N and O is comparable to that for the
recombination of two nitrogen adatoms to form N2. The only data that can be directly
compared are those for the (111) surface, where there is a large enough dataset and the
methodology applied is similar. These reactions preferentially occur at step edges. NO
strongly adsorbs to the surface, so that at low temperatures NO likely does not appear as
a product. Only N2 and N2O are formed as products at low temperature. As is seen from
Table 6.1, N2O formation readily occurs at low temperature due to the recombination of
adsorbed NO. N2O is weakly adsorbed and therefore desorbs once it is formed.

As was just mentioned, in addition to its reaction with ammonia, NO can react with
itself or with a surface nitrogen adatom to form N2O:
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NOads + NOads −→ N2O + Oads (6.27)
NOads + Nads −→ N2O (6.28)

Theoretical studies on Cu[51] and Pt[52] have shown that the associative mechanism is
the preferred reaction (see Table 6.1 also) As indicated in the upper portion of Fig. 6.21,
NO can in principle also react with NH3 to form N2. In ammonia oxidation catalysis,
this is known as the Fogel mechanism. The reaction of NO and NH3 in the presence of
oxygen is a well-known reaction used commercially at higher temperatures to remove NO
from exhaust emission streams by its injection with ammonia as a sacrificial reductant.
The catalysts that are typically used to carry out selective catalytic reduction (SCR)
are based on MoO3, V2O5, WO3 and Cr2O3 (see Chapter 5, Section 5.6.10). Although
these catalysts are less reactive than Pt, they offer much higher selectivities at higher
temperatures.

Figure 6.22. Ammonia oxidation activation energies and overall reaction energies on Cu(111)[53].

Figure 6.22 highlights the reaction energies and the activation energies for the oxidation
of ammonia over the Cu(111) surface. Note the exothermicity of the reactions that proceed
directly via reaction with coadsorbed molecular oxygen.The experimental selectivity for
the ammonia conversion reaction as a function of temperature[54] over a Cu catalyst is
shown in Figure 6.23.

Figure 6.23. Ammonia oxidation on Cu/Al2O3. Reaction conditions: NH3 = 1000 ppm, O2 = 10%,

GHSV = 90,000[54].
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Figure 6.24. Adsorption of ammonia on Pt and pre-oxidized Pt sponge at 323 K. Pre-oxidized Pt:
treated with 3% of O2 in a helium flow at 473 K for 1 hour[54b].

At low temperatures, the only products that form are N2O and N2. In situ spectroscopic
studies of working Cu and Ag catalysts show that apart from adsorbed oxygen, there is
a high surface coverage of nitrite and nitrate species[55] . Hence, on these metals at low
temperature, N2 and N2O production is likely the result of consecutive reactions of NOx,
the most abundant reaction intermediate (MARI), with NH3. N2 is formed by the reaction
of nitrite with NH3, whereas N2O can also form via reaction of nitrate with ammonia (see
also Section 6.4.1).

The low-temperature activation of NH3 over a Pt sponge[54,57] illustrates the com-
plexity of this reaction on platinum. On Pt under steady-state conditions, the surface is
predominantly covered with NHx and OHx species[56] . This is quite different from the
surface state on Cu and Ag. As shown in Fig. 6.24, only a Pt catalyst precovered with
oxygen will activate NH3, and at low temperature the products remain adsorbed as NHx

intermediates. The results in Fig. 6.24 on the left show little ammonia reaction from a
pulse of NH3 in He on Pt. In the absence of oxygen, NH3 does not activate, therefore no
NHx product species are formed. The 13NH3 pulse rapidly moves through the catalyst
bed. The reactivity of an ammonia–oxygen mixture on the reduced Pt at 320 K is initially
quite high but rapidly declines after only a few minutes (see Fig. 6.25). The initial prod-
uct, N2, subsequently becomes replaced by N2O. The production of both species rapidly
decreases with time[54b]. These features are consistent with recombination of N adatoms
to form N2 and N and O adatoms to form NO through low activation energy reaction
channels. These reactions tend to be favored at the step edge sites. Nitrogen will desorb,
but NO does not desorb at low temperatures. Adsorbed NO will diffuse away from the
step edges to the terraces and will only desorb once N2O has been formed. The initial pe-
riod of high activity at low temperature becomes inhibited at longer times. The terraces
become covered with a high concentration of non-reactive NHx species. Radiochemical
experiments at low temperature show that 20% of reacted NH3 remains adsorbed on the
catalyst (Fig. 6.25) as an irreversible adsorbed N species.

Interestingly, single crystal experiments on Pt executed at low pressures have never
observed the presence of N2O as has been seen in experiments carried out at higher pres-
sures on Pt sponges. This is indicative of very different surface conditions in the vacuum
experiment to those in the atmospheric pressure experiments presented above. These dif-
ferences are very likely the result of the different surface compositions and coverages that
form in reactions carried out under vacuum conditions and those at atmospheric pressure.
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Figure 6.25. Radioactivity from adsorbed 13NHx species , oxidation at 323 K after an initial 13NH3

pulse in an oxygen flow. 20% of 13NH species remain adsorbed[54b].

Ab initio kinetic Monte Carlo simulations carried out by Neurock and co-workers[52] on
Pt(100) surface, for example, show that under UHV conditions NO does not react to
form N2O but as the pressure is increased to atmospheric conditions N2O becomes one
of the major reaction products along with N2. In these simulations NO dissociates when
a surface has a low coverage with NO. N2O is formed when the coverage with NO is such
that the dissociation of NO becomes suppressed.

Single-crystal UHV experiments, however, demonstrated the unique finding that N2

can be formed at temperatures as low as 210 K[57] if the reactions are carried out on
Pt(100). The Pt(100) surface was found to be active, in that it contains uniquely active
4-fold sites that allow for the dissociation of NO at significantly lower barriers than other
surfaces. Similarly, the barrier for the recombination of Nads adatoms to form N2 is also
rather low. The unusually low activation energies reported here are due to the elimination
of sites which poison as the result of their reactants and/or products due to the elimination
of metal atom sharing in the transition state. As was discussed in previous chapters, NO
activation over Pt(100) and also at step edges is due to the removal of lateral repulsive
interactions that arise from metal atom sharing.

Additional experimental evidence on the reactivity of different surface intermediates
initially formed on the Pt sponge has also been obtained via radiochemical temperature-
programmed reaction experiments. These experiments probe the state of Pt and pre–
oxidized Pt surfaces and their composition after exposure to a pulse of ammonia. A
dramatically different reaction pattern is found as a function of temperature when in a
subsequent experiment such a pretreated surface is exposed to a flow of H2, NO or NH3
[54] (see Fig. 6.26). The results from temperature-programmed desorption experiments
show the desorption of a small amount of N2 after surface treatment with NH3 at 373
K and a small amount of NO desorption at 540 K (Fig. 6.26a). In contrast, experiments
performed at fixed temperatures lead to the formation of much larger amounts of N2O and
N2, which form immediately after H2 addition (Fig. 6.26b). This result is consistent with
the proposal that in the presence of H2, the non-reactive surface oxygen (with respect to
adsorbed NHx) is converted to surface hydroxyl groups which demonstrate a much higher
reactivity for activating the NH bonds than atomic oxygen does. The formation of N2

and NO occurs from stepped or reactive surfaces as the (100) surfaces or step edges. The
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Figure 6.26. (a) A [13N]NH3 pulse was adsorbed on the pre-oxidized platinum sponge kept under an

He flow at 373 K followed after 170 s by temperature-programmed desorption. (b) A [13N]NH3 pulse was
adsorbed on a pre-oxidized platinum sponge kept under an He flow followed after 380 s by a removal of

N species with hydrogen: mass spectrum shown from the moment of hydrogen addition. (c) Formation
of N2, N2O and H2O measured by online mass spectrometry in temperature-programmed NO reaction

after oxidation with ammonia at 323 K. (d) A [13N]NH3 pulse was adsorbed on the pre-oxidized platinum
sponge kept under an He flow followed after 350 s by a removal of N species with ammonia. Mass spectrum

shown from the moment of NH3 addition.

reaction of NO responsible for low temperature N2O formation is

2NOads −→ N2O + Oads (6.29)

Figure 6.26c shows the result of NO treatment of the Pt surface after exposure to am-
monia and oxygen at low temperature. The products appear in two temperature regimes.
The first product peaks appear at about 400 K and are the result of N2, N2O and H2O
formation. A second set of peaks appear at 570 K, which correspond to the formation
of N2O and N2. Reaction (6.29) is consistent with low-temperature N2O formation. The
high-temperature N2O peak is consistent with a more difficult reaction sequence:

NOads + Nads −→ N2O (6.30)

NO tends to desorb at the same higher temperature hence, surface vacancies become
available for NO dissociation. Finally, Fig. 6.26d shows that the addition of NH3 initially
produces a small amount of N2O and after some time delay also produces N2. The ex-
periment represented by Fig. 6.26d is also consistent with a second reaction channel for
N2 formation apart from the direct recombination of adsorbed nitrogen atoms. The N2

produced in this experiment is most likely due to the SCR reaction:

NOads + NH2ads −→ N2 + H2O
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This helps to explain the coproduction of H2O. The difference in selectivity on Pt for
the ammonia oxidation reaction, which produces N2 at low temperature and NO at
high temperature is due to the very different surface composition at these conditions.
At low temperature, where N2 recombination is slow, the surface is covered mainly by
NHx species. Above the temperature of N2 desorption, oxygen is the dominating surface-
adsorbate species. Once NH3 decomposes then the probabilities for NO formation are high.

6.4.1 Ammonia Oxidation with Pt2+ Ion-Exchanged Zeolite Catalysts; Catal-
ysis Through Coordination Chemistry

Ammonia oxidation can also be carried out over Pt-exchanged zeolite catalysts. In these
systems, it is desirable to produce highly dispersed Pt along the exterior or inside the
micropores of the acidic zeolite. This is accomplished by exchange of cations located inside
the zeolite channels by positively charged Pt2+ complexes and the consecutive reduction
of these complexes. The Pt2+(NH3)4 complex is typically the preferred ion of choice for
carrying out the exchange with zeolite channel cations. If one wishes to prepare a highly
dispersed Pt catalyst on an alumina or magnesium oxide surface, it is worth remembering
that these surfaces are predominantly covered with basic OH− groups. The preferred
complex for ion exchange is then PtCl4 2−. The Pt(NH3)4 2+ ion-exchanged zeolite can
be converted into an excellent low temperature oxidation catalyst for the production of
N2 from NH3. The results for conversion of ammonia in the presence and absence of H2O
are shown in Fig. 6.27.[56].

Figure 6.27. The concentration of nitrogen in the oxidation of ammonia over Pt(NH3)4 containing

ZSM-5 at 473 K. Water 0%, dotted line; 1.7%, full line. The N2O production (∼5 ppm) is unaffected by
addition of water[58].

In contrast to the noble metal catalysts discussed in the previous section, the presence
of water in the bifunctional Pt zeolite does not suppress the activity of the reaction but
actually enhances the rate of ammonia conversion and also the reaction selectivity to N2.
The two primary reaction products are, once again, N2O and N2. Water enhances the
selectivity for the formation of N2.
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Figure 6.28. Temperature-programmed mass spectrometry of the decomposition of Pt2+(NH3)4 ion
exchanged in zeolite HZSM-5[58b]. The corresponding reaction steps are indicated. Three peaks can be

distinguished in the TPD spectrum. Oxygen is consumed in only two of the N2 formation peaks. The
mechanism that explains the occurrence of these three peaks is consistent with proposals made earlier on

the homogeneous oxidation of Ru–amine complexes in basic solution[59] and the reaction of NO with Ru
or Os complexes[60].

Temperature-programmed desorption data reveal three different temperatures at which
the Pt(NH3)4 2+ complex reacts with O2 (Fig. 6.28)[58].

The zeolite lattice carries a negative charge, which compensates for the positive charge
of the ion-exchanged Pt complex. The zeolite lattice oxygen atoms therefore act as basic
sites. At low temperature the key initial reaction step is

Pt(NH3)4 2+ + O2 −→ [Pt(NH3)3NO]+ + H+ + H2O (6.31)

In the Pt–amine complex, the NO ligand formally has a charge of –1. The Pt(d8)-
containing Pt2+(NH3)4 complex was determined to be planar. Therefore, the initial re-
action intermediate of O2 and Pt2+(NH3)4 probably involves a complex similar to that
showns in Fig. 6.29.

Figure 6.29. Schematic illustration of a potential intermediate that forms upon the adsorption of O2

on Pt2+(NH3)4 (schematic).

where O2 is stabilized by the back-donation of electron density from filled molecular or-
bitals into dxz, dyz states. The reaction of NH3 with O2 ultimately leads to the formation
of NO. This is due to the fact that a single N atom is not stabilized on a single Pt2+ center
and must therefore react with other potential intermediates. After the NO formation step,
five different reactions can occur:
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Reaction step 1:

[Pt(NH3)3(NO)]+ −→ [Pt(NH3)2] + N2 + H+ + H2O (6.32)

This involves the reductive elimination of N2, which is initiated by the activation of NH3

with NO to form NH2. It is the analogue of the Fogel reaction discussed in the previous
section.

Reaction step 2:

[Pt(NH3)3(NO)]+ + H2O −→ [Pt(NH3)(NO2)]− + 2H+ (6.33)

Here, Pt2+ acts as an oxidant and liberates atomic O from N2O. When followed by step
4, this intermediate will also lead to H2 production but now promoted by H2O.

Reaction step 3:

[Pt(NH3)3(NO)]+ + O2 −→ [Pt(NH3)3(NO3)]+ (6.34)

In this reaction, NO3
− formed by oxygen consumption is responsible for N2O formation

(see reaction step 5).

Reaction step 4:

[Pt(NH3)3(NO2)]− + H+ −→ Pt(NH3)2 + N2 + 2H2O (6.35)

In this reaction, a proton is consumed to produce N2.

Reaction step 5:

[Pt(NH3)3(NO3)]+ + H+ + 2NH3 −→ Pt2+(NH3)4 + N2O (6.36)

Here, Pt2+(NH3)4 is regenerated by a reaction between the zeolitic protons of Pt(NH3)2
and NH3:

Pt(NH3)2 + 2NH3 + 2H+ −→ Pt2+(NH3)4 + H2 (6.37)

The same reaction regenerates the Pt2+(NH3)4 complex after reactions (6.32) and (6.35).
In the presence of oxygen, hydrogen will be oxidized to form H2O, which drives this reac-
tion thermodynamically. In the overall reaction scheme, N2 and N2O formation compete
in the absence of water through reactions (6.32) and (6.36). In the presence of water, N2

formation is promoted because of reactions (6.33) and (6.35). There is ample evidence
that the reduction of the zeolitic protons by reduced metal atoms such as Pt is actually
an easy reaction step[61]. In the temperature-programmed desorption spectra (Fig. 6.28),
N2O formation occurs predominantly in the peak in which excess oxygen is consumed.
The other two peaks follow N2 formation. In the absence of water ,the low-temperature
peak that corresponds to the reaction sequence initiated by reaction step (6.33) is sup-
pressed.
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6.4.2 Electrocatalytic NH3 Oxidation

Two important factors that act to control the electrocatalytic oxidation of ammonia at
room temperature are the NH3 conversion activity (current) and the build-up of surface
species[61] . Figure 6.30 follows these two important features experimentally as a function
of potential. The results clearly show that as the rate is increased, the surface becomes
increasingly covered with surface intermediates. This occurs up to a potential of 0.6 V
versus RHE, where the activity goes through a maximum. The nitrogen adatom coverage
at this point approach, about 0.5 ML. Poisonous surface intermediates begin to form at
potentials greater than 0.6 V and thus lower the activity.

Figure 6.30. The electrochemistry of NH3 oxidation: current against potential coverage[62].

A primary and important conclusion from this experiment is that NH3 is converted to
N2 at potentials lower than where surface oxygen species are generated due to the anodic
oxidation of H2O. This implies that the initial step of NH3 activation is

NH3 −→ NH2ads + Hsolvated
+ + e (6.38)

The activation of NH3 by the reaction with a co-adsorbed oxygen atom or hydroxyl group
that occurs over the metal in the gas-phase reaction is now replaced by the acceptance of
protons by H2O molecules from solution (Fig. 6.31).

Figure 6.31. Protolysis reaction of ammonia.

The protons are stabilized here by solvation in solution. The key initial elementary
step is heterolytic activation of NH3 to give surface NH2

− and an aqueous H3O+, a
reaction that reminds us of the initial activation of NH3 adsorbed on Pt2+ by the basic
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zeolite lattice (6.32) discussed previously. For the electrochemical decomposition of H2O,
theoretical results showing the analogous reaction were discussed in Section 6.1. From the
slope of Tafel plots (see Addendum to this chapter), it is deduced that the rate-limiting
step of the reaction is the oxidation of NH2 to a surface intermediate that, in a consecutive
step, is converted to N2:

NH2ads → N2Hx + (4 − x)H+ + (4−x)e (rate−determining step) (6.39)
N2Hx → N2 + xH+ + xe + free site (6.40)

This reaction towards N2 is of course assisted by the H2O phase that can accept the
protons that are released in the N2 formation step. The rate of N2 formation is 0.01 N2

mol/s/Ptatom. Adsorbed nitrogen atoms are found to lead to catalyst poisoning. They are
formed in the following reaction steps:

NH2ads −→ NHads + H+ + e (6.41)
NHads −→ Nads + H+ + e (6.42)

The recombination of nitrogen atoms does not occur under the conditions of the elec-
trochemical experiment. At higher potentials other reactions tend to take place. Oxygen
develops at the electrode and ammonia is oxidized to N2O, NO, NO2

− and NO3
−. The

selection of path (6.400 versus (6.420 correlates with the heat of adsorption of Nads. The
governing mechanism over Pd, Rh, Ir and Ru metal surfaces is similar to that which
is seen on Pt. The steps outlined in (6.40) do not appear to occur over Pd, Rh or Ru.
Reaction (6.42) is much faster than reaction (6.40) and therefore tends to dominate over
these metals. These catalysts appear to be selective catalysts for the oxidation of NH3 to
the oxidized products.

Other metals such as gold, silver or copper are not active for either reaction (6.40)
or (6.42). Instead, the metal tends to undergo oxidative dissolution. It is of interest to
compare the potentials at which the nitrogen adatoms poison the surface versus their heat
of adsorption.

The computed sequence of decreasing Nads binding energies is as follows:

Ru > Ir > Rh > Pd > Pt > Cu > Au > Ag

The electrochemical experiments indicate the following sequence measured according to
the potential at which the metal poisons:

Ru > Rh > Pd > Ir > Pt >> Cu, Au, Ag

The two trends are quite similar, with Ir being the exception.
Here we have shown that the presence of water and electrochemical potential can

significantly alter both the activity and the selectivity of the NHx reaction paths. Care
must be taken in comparing the results obtained between the vapor phase and those under
electrochemical conditions in the electrochemical experiments. Second, explicit evidence
has been found that NHx species are involved in the N2 formation reaction.
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6.5 Electrochemical NO Reduction

As was noted in Chapter 3, at the vapor metal surface, interface the dissociative adsorp-
tion of NO is strongly site dependent. The activation barriers for NO dissociation are
significantly reduced at step edges. Such a dependence does not appear to play a role
in electrochemical reduction experiments on NO. Product selectivity is sensitive to the
presence or absence of NO in solution. On polycrystalline Pt, the reduction of adsorbed
NO in the presence of NO in the solution yields N2O as the only product at potentials
between 0.4 and 0.8 V vs RHE[63].

The mechanism for this reaction is not of the Langmuir–Hinshelwood form, but rather
involves the reaction between a surface-bonded NO molecule with an NO molecule in the
solution phase along with a simultaneous electron transfer. The Tafel slope in acidic solu-
tion is (120 mV)−1, which implies that the first electron-transfer step is rate-determining
(see Addendum to this chapter). The reaction is first order in H+ and shows no apparent
isotope effect. The following mechanism has been proposed:

NOaq −→ NOads (fast) (6.43)
NOads + NOaq + H+ + e −→ HN2O (rds) (6.44)

HN2O2 + H+ + e −→ N2Oaq + H2O (fast) (6.45)

The rate-determining step (rds) consists of a pre-equilibrium involving the protonation
followed by a rate-determining electron transfer step.

Stripping voltammetry of adsorbed NO in acidic solutions exhibits three peaks at 0.15,
0.23 and 0.7 V vs RHE. The only product formed is NH4

+. The third peak vanished when
the SO4

2− in solution is replaced by ClO4
−. This suggests that two types of surface-bound

NO exist.
The voltammetric results on stepped and non-stepped surfaces appear to be very

similar[64]. The Tafel slopes of the first two peaks in the adsorbate solution is ca (40
mV)−1 which is typical for the electrochemical equilibrium followed by a rate-determining
potential-independent chemical step. The following reaction scheme is proposed:

NOads + H+ + e −→ HNOads (equilibrium) (6.46)
HNOads + H+ + e −→ H2HNOads (rds) (6.47)

H2NOads + 4H+ + 3e −→ NH4
+ + H2O (fast) (6.48)

HNO is suggested as the hydrogenated intermediate rather than NOH because gas-phase
HNO is nearly 100 kJ/mol more stable than gas-phase NOH. H2NO is chosen over HNOH
as the second hydrogenated intermediate, since calculations show that gas phase H2NO is
over 500 kJ/mol more stable than HNOH. No direct activation by the surface is involved.

All metals show a high selectivity to N2O at higher potentials and a high selectivity
to NH3 at low potentials. N2 is predominantly formed at intermediate potentials. The
formation of N2 produced at potentials between the formation of N2O and NH3 most
likely takes place by the reduction of previously formed N2O. The activation of NO in
the electrochemical system is very different from that which takes place over the metal in
the gas phase, in that there may not be a beneficial effect of the presence of steps on the
kinetics.
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The important differences between the electrochemical and gas-phase systems are the
result of:

(1) direct contributions from the adsorbed liquid phase.
(2) direct activation of the molecule by the aqueous phase protons, leading to the bond
cleavage and formation of water without the direct activation of the NO bond by contact
with the surface atoms.

6.6 Electrocatalytic Oxidation of CO

The electrochemical reduction of NO discussed in the previous section was found to be
independent of surface steps. By way of comparison, we discuss in this final section the
electrochemical oxidation of CO which, in contrast, is strongly affected by the presence
of surface steps.

Figure 6.32. The stripping profiles from a saturated CO adlayer over different Pt single-crystal surfaces,

sweep rate 50 mV/s[65]. CO adlayer oxidation is structure sensitive.

Figure 6.32 compares the voltage at which CO oxidation starts[65] over the Pt(111),
Pt(553) and Pt(554) surfaces which contain planar terraces and steps which are 10 or
5 atoms wide, respectively. The steps are oriented in the (110) direction. The overall
reaction scheme is

H2Oads + ∗ −→ OHads + H+ + e (6.49)
COads + OHads −→ COOHads (6.50)

COOHads −→ CO2 + H+ + e (6.51)

The potential dependence of the apparent rate constant is found to be structure insensitive
and gives a Tafel slope of (80 mV)−1, which is consistent with step (6.50) being rate
limiting (see Addendum to this chapter).

The reaction preferably takes place at the steps, whereas the terraces supply CO
through fast surface diffusion. Infrared spectra acquired during he oxidation of the CO
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adlayer indicate that CO adsorbed on the (111) terraces is more reactive than that ad-
sorbed on the steps. The infrared frequencies for CO adsorbed on terraces initially declines
during course of reaction. CO adsorbed on steps reacts later.

The apparent reaction rates fall in the range 10−2–102 s−1. The oxidative activation of
water to form OH groups appears to occur at the step sites. The OH intermediates can
subsequently go on to oxidize CO. The intrinsic catalytic reactivity of the steps is shown
to be independent of the step density. In the oxidation of a saturated CO adlayer, two
processes are distinguished: reaction initiation, which is a zero-order process in which CO
desorbs to generate reaction centers, and an oxidation process that is of the Langmuir–
Hinshelwood form with competitive adsorption of CO and OH. CO diffusion is thought
to be fast dCO ∼ 10−11 cm2/s) on the terraces towards the step where OH is generated.

Step (6.49) preferably occurs at the step edges and is fast. This implies that OHads

builds up concentration at the step edges. The CO binds to strong on step edges to react.
The more weakly bonded, mobile CO adsorbed to terrace, therefore, reacts first with
adsorbed OH.

6.7 Summary

In previous chapters, we aluded to the importance of solvent effects on different catalytic
reactions. More specifically in Section 5.4 we discussed the molecular basis for the differ-
ences that arise between gas-phase and liquid-phase acidity. In this chapter, we provide
a further analysis of solvent effects on surface-catalyzed reactions focusing on the role
of protonic solvents such as water on elementary physicochemical steps. An important
part of this chapter deals with electrocatalysis. One of the key concepts that arises in
both chemical and electrochemical processes carried out in solution is that water (or the
solvent) itself can often behave as a co-reactant. For instance, in the gas phase the disso-
ciation of protic reagents such as water or ammonia over a transition-metal surface occurs
homolytically, leading to the generation of surface intermediates such as hydroxyl (OH*)
or amine (NH2*) fragments along with a surface hydride (H*). In the presence of solution,
however, the dissociation can occur heterolytically, thus forming charged products such
as OH− and H+ or NH2

− and H+. The anion fragments tend to transfer their electron
to the metal surface whereas the protons that form can be stabilized as hydronium or
Zundel ions in solution. The work function of the metal plays an important role in electron
capture thus dictating whether or not heterolytic dissociation can occur at least in the
absence of an applied potential. The activation of bonds can now proceed without the in-
termediate adsorption of both the molecular fragments on the surface as we have seen for
electrochemical NO reduction. In this system, there is little influence of step sites on the
reaction kinetics. NO dissociation instead proceeds first through the protonation of NO
by hydronium ions. This weakens the NO bond appreciably and enhances its activation.

Intrinsic to reactions in polar media is the stabilization of the charge separation that
forms in the transition state by the large dielectric constant of the medium. The activation
barriers for reactions that proceed via the formation of polar transition states are therefore
significantly lowered owing to the charge stabilization of the transition state from the polar
medium. The charged product intermediates are also stabilized by the solution phase.
Low-temperature ammonia oxidation over Pt, for example, occurs heterogeneously in
the gas-phase as well as electrocatalytically. In the gas phase, the reaction requires co-
adsorbed oxygen atoms to be present on the surface in order to help activate the NH bond
in ammonia. NH2 and NH species are activated by OHads. On the electrode, the role of
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coadsorbed oxygen is taken over by the aqueous phase which mediates N–H activation. In
addition, the gas-phase oxidation of ammonia leads to the production of N2 and NO as
the result of the recombination of surface nitrogen species. At low temperatures NO does
not desorb. It reacts to give N2O, which readily desorbs. The electrocatalytic oxidation
of ammonia, on the other hand, evolves from partially hydrogenated hydrophilic NHx

intermediates. Nitrogen atom formation appears to poison the electrochemical reaction.
The reactivities of reducible cations such as Pt2+ ion-exchanged into zeolites have some
similarities to the solution phase chemistry with the important difference being that the
dielectric constant of the zeolite is significantly lower than that of a polar solvent.

The ammonia oxidation reaction, which is catalyzed by a Pt2+ complex, proceeds
via the rapid formation of a Pt(NH3)3NO2+ complex. This complex is generated by the
oxidation of Pt(NH3)2+

4 in which an H+ is accepted by a basic lattice oxygen atom in
the zeolite and H2O is generated. The zeolite lattice oxygen atom takes over the role of
the basic ligands in organometallic chemistry or the role of the proton-accepting water
molecules.

In gas-phase metal catalysis, water tends to poison the reaction by competitive ad-
sorption. Instead, in the coordination complex, in the zeolite cavity, water can promote
the reaction by oxidizing NO to NO2 with further generation of zeolitic protons. In a
subsequent reaction NO2 reacts with NH4

+ and water.
The coordination complex chemistry in zeolites provides a very useful conceptual bridge

to coordination-chemistry controlled catalysis in the liquid phase. This is discussed in this
chapter for the oxidation of ethylene to produce vinyl acetate from acetic acid and ethy-
lene. The catalytic system appears to consist of dimeric or trimeric Pd complexes. The
elementary reaction steps can take place in the direct contact with the metal centers, the
so-called inner-sphere mechanism. The reaction can also proceed through an outer-sphere
mechanism in which proton transfer between reactants and acetate plays an essential role.

Addendum: The Tafel Slope and Reaction Mechanism in Electrocatalysis

The Tafel slope can be used to determine the rate-determining steps in electrochemical
systems[65]. We describe Tafel slope plots and illustrate their use here. We start by ana-
lyzing the mechanisms for hydrogen evolution reactions by plotting the exchange current
density as a function of overpotential. Two different mechanisms, labeled here as A and
B, can be considered:

H+ + e + M −→ MH (1)A.

2MH −→ 2M + H2 (2)
H+ + e + M −→ MH (1)B.

MH + H+ + e −→ M + H2 (3)

When the electron-transfer step (1) is rate limiting, one cannot distinguish between the
two mechanisms. The rate of reaction (1) can be written as

⇀
V 1 =

⇀
k 1 cH+(1 − θ)
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where
⇀
k 1 is the rate constant of reaction (1) in the forward direction which is potential

dependent. This reaction involves the transfer of an electron. When reaction (1) is the

slow step, by implication the hydrogen coverage θH will be low and
⇀
V 1 can then be

approximated as
⇀
V 2 =

⇀
k 1 cH+

The current for H2 evolution is given by:

−I = F
⇀
k 1 cH+

where F is the Faraday constant.

One can then assume a Brønsted–Evans–Polanyi relationship to relate the dependence of
rate constant

⇀
k 1 to the overpotential E:

⇀
k 1 =

⇀
k 11 exp

(
− αF

RT
·E

)

The Tafel slope is defined as

− δ(log−I)
δE

= α
F

2.3RT
= α · 60 mV−1 = 120 mV−1

The value of α is typically assumed to be equal to 0.5.
If step 2, in mechanism A is rate determining:

−I = 2 F
⇀
k 2 ·θ2

the recombination rate constant
⇀
k 2 is calculated to be independent of potential, but at

equilibrium θ is

θH

1 − θH
=

⇀
k 1
⇀
k 2

cH+ = K1 exp
(−F

RT
· E

)
· cH+

and the Tafel slope in this case becomes

− δ(log−I)
δE

= 2α
F

2.3RT
= 2 · (60 mV)−1 = (30 mV)−1

This Tafel slope is found when the electron transfer step is at equilibrium, but the chemical
step is rate determining and second order in the surface concentration.

If mechanism B controls the reaction path and step (3) is considered rate determining,
the rate can be written as

V3 =
⇀
k 3 cH+ · θ

According to this mechanism, one electron transfer step is equilibrated and the other is
rate determining. At low overpotential, one deduces a Tafel slope of (40 mV)−1.
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In principle two additional cases can be considered:

A + e ⇀↽B

B −→ C

The electrochemical step at equilibrium, the chemical step first order in surface concen-
tration, gives a Tafel slope of (60 mV)−1. Of the three successive electron transfer steps,
two are at equilibrium with Tafel slope (20 mV)−1:

A + e ⇀↽ B

B + e ⇀↽ C

C + e −→ D
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CHAPTER 7
Mechanisms in Biocatalysis; Relationship with Chemocatalysis

7.1 General Introduction

In this chapter we summarize key molecular concepts in biocatalysis and compare them
with the molecular understanding of reaction mechanisms in heterogeneous catalysis that
was developed in the previous chapters. The first four sections of this chapter emphasize
enzyme catalysis. Biomimetic approaches are described in later sections.

More specifically we analyze the similarities and differences between bio- and chemo-
catalytic systems in the sections on oxidation and reduction catalysis. We highlight the
important mechanistic concepts and energetic requirements that were described in the
previous chapters such as pre-transition-state orientation and solvation (the dielectric
constant of an enzyme is as low as that of a zeolite) and the match of the shape and size
of the transition state with the enzyme cavity. In this context, it will be important to
compare enzyme action concepts such as “lock and key” and “induced fit” with some of
the related ideas discussed in Chapter 2. We refer back to concepts in transition-metal
surface catalysis in order to establish ideas on possible mechanisms.

The active site of the enzyme is located in a cleft of the peptide framework. The “site”
may be considered to be equivalent to that for a homogeneous organometallic catalyst
in that it involves a single center with a complex ligand sphere. The results can also be
related back to those that occur at metal atom sites on the surface of a metal, metal
oxide or metal sulfide. The classical relationship between the conservation of active sites
and the turnover of a catalytic cycle suggests that enzyme kinetics should be analogous
to those in homogeneous and heterogeneous catalysis.

The Michaelis–Menten rate expression for a monomolecular enzyme-catalyzed reaction
is very similar to the Langmuir kinetic expression that we discussed previously for het-
erogeneous catalyzed systems. The Michaelis–Menten relationship is readily deduced for
a simple model where the enzyme molecule (E) equilibrates with substrate molecule (S)
to form the enzyme substrate complex (ES). The enzyme–substrate complex then reacts
to the product molecule (P) and regenerates the active site of the enzyme (E) in what is
considered to be the rate-limiting step of the proposed scheme:

E + S
k2

↼⇁
k1

ES →
k3

E + P

Langmuir chemo kinetics should be equivelent to Michaelis–Menten kinetics since the
total number of sites (the number of enzyme molecules) or the number of reaction sites on
a surface is a constant. In addition, the often physically unrealistic assumption is made
that k1, k2andk3 are independent of concentration.

The Michaelis–Menten rate expression as written in biochemistry is

V = Vmax
[S]

[S] + KM
(1a)

= [ET].k3
KM

−1[S]
1 + KM

−1[S]
(1b)

where KM = k2+k3
k1

and V is the overall rate of conversion and [S] is the substrate
(reactant) concentration. One can rewrite V in terms of an expression which is analogous
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to the site normalized rate expression used conventionally in chemocatalysis by dividing
V by the total number of enzyme sites [ET]:

rM.M =
V

[ET]
= krθM.M (1c)

where kr is the elementary rate constant of the rate-limiting reaction step is to be iden-
tified with k3. The inverse of the Michaelis–Menten constant KM

−1 is the equivalent of
the Henry coefficient or adsorption constant. θM.M is the fraction of enzyme molecules
occupied by substrate:

θM.M =
[ES]
ET

When θM.M
∼= 1, the turnover number (or turnover frequency) of the reaction is deter-

mined by kr. The turnover frequency determined by k3 for most enzymes varies between
1 and 104 sec−1. The highest value is found for the carbonic anhydrase enzyme, which
will be discussed in Section 7.4: k3 = 6 x 105sec−1. It is interesting to compare this value
for kr with that measured for a fast heterogeneous reaction such as hexene isomerization
over protonic zeolites, which has a corresponding kr of only 10−2 sec−1. The rates found
in zeolite catalysis thus tend to be much lower than those in enzyme catalysis. This is due
to the much higher activation energies required for the protonation reaction in a zeolite as
compared with analogous reaction(s) carried out by the enzyme. This can be understood
by referring to Chapter 4, page 203. We illustrated for chymotrypsin how well-positioned
acid and base functional groups in the enzyme cavity were responsible for its high rate
of reaction. There is an optimum match between several peptide reactive groups and the
geometric structures of the transition state.

A unique feature of the enzymes is their hydrophobic interior and hydrophilic exterior
character. Their hydrophilic external surface makes them water-soluble. Their hydropho-
bic interior and unique internal electrostatic properties permits reactivity not possible in
an aqueous medium alone. It also provides for selectivity advantages since the adsorption
of apolar molecules tends to be preferred over that of highly polar molecules. For exam-
ple, the subsequent reactions that arise in oxidation catalysis from the readsorption of the
polar product molecules formed via the oxidation of an apolar reactant are suppressed in
the hydrophobic cavity of the enzyme. This significantly enhances the enzyme’s overall
selectivity.

Biocatalytic systems are part of biochemical systems that uniquely couple mass and
energy transport. Enzymes are part of complex biochemical process systems. For instance,
electron transport and proton transport drive catalytic systems electrochemically so that
chemical potentials can be established for reactions to occur under mild conditions. Reduc-
tion processes, for example, can occur directly by electrochemically generating reducing
agents such as NADH (nicotinamide adenine nucleotide, reduced form) or NADPH (nicoti-
namide adenine dinucleotide phosphate, reduced form). While it is outside the scope of
this book to discuss these reactions in detail[1], some of the biocatalytic aspects will be
discussed in later sections. A specific system that combines multiple reaction centers with
rotational motion is the catalytic system adenosine triphosphate synthase, which we will
introduce in Section 7.3. In this system, the chemical potential gradient that develops
over the membrane acts control to proton transport. It can accept or generate the free
energy of the chemical reaction.
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Biochemical systems are also often reaction cycles where the key catalytic intermediate
is generated, consumed, and subsequently regenerated as the part of the complex reaction
cycle. Enzymes catalyze the formation of the intermediates that participate in the overall
reaction cycle. These are intricately catalyzed reaction systems where the intermediates
that form subsequently act as catalysts. The citric acid cycle, which was discussed in
Section 2.1 (see also Fig. 2.5), is one such cycle. Two other complex reaction systems
comprised of many catalytic steps that are of key metabolic importance are the Calvin
and glycolytic cycles.

In the Calvin cycle, CO2 is converted into hexose or fructose. 3-Phosphoglycerate is
the key catalytic molecule that is consumed and generated in this cycle. In the citric acid
cycle, citrate is the intermediate species in the sequence of oxidation steps that lead to
CO2.

In the glycolytic cycle, energy is regenerated by converting glucose to pyruvate. In the
overall reaction, energy is produced and stored by the conversion of two molecules of ADP
(adenosine diphosphate) to two molecules of ATP. Energy production and mass conversion
are coupled. The autocatalyic system then involves self-organizing features together with
kinetics that display oscillatory behavior. We will discuss this in more detail in Chapter
8. Autocatalytic reactions, which are part of the above-mentioned biochemical cycles, are
essential to produce such self-organizing reaction systems.

A unique autocatalytic reaction mechanism can occur in biochemical systems due to
enzyme modification as a consequence of pH changes during the catalytic cycle. Enzyme
activity can be accelerated or inhibited by such pH changes, and in addition, by the en-
zyme interaction with specific molecules. An example of such an enzyme is ATP-synthase
discussed in Section 7.3. The allosteric enzymes are a second class of enzymes that display
unique reaction mechanisms in that they do not obey classical Michaelis–Menten kinet-
ics. Allosteric enzymes are enzymes that contain several binding sites. Binding at one site
affects binding at another site, for instance by conformational changes in the protein. In
chemocatalysis this would lead to non-Langmuirian adsorption behavior. In enzymes this
can lead to increased as well as decreased binding of reactant molecules. When molecules
produced in a reaction provide for positive feedback through activation of such allosteric
enzymes, the system is autocatalytic.

7.2 The Mechanism of Enzyme Action; the Induced Fit Model

Enzymes are comprised of proteins which have definitive primary structures that can
organize into secondary, tertiary and even quaternary structures. The enzyme consists of
a peptide framework that contains cavities in which the catalytically reactive centers are
incorporated. The enzyme protein is typically about 20–40 nm in size. The catalytically
reactive centers can be part of the peptide that builds the enzyme framework such as
carboxylic acid groups, or consist of cationic centers such as the porphyrins or non-
reducible cations as Zn2+ or Mg2+ directly attached to the protein cavity. As mentioned
earlier, the external part of the enzyme is hydrophilic and the internal microcavity is
hydrophobic, with the possible exception of the often polar reaction center. In enzymatic
reactions, the match between shape and size of reactant or product and catalytic center
cavity is important.

Upon reaction with a substrate molecule, the shape of the enzyme is altered. The
flexibility of the peptide framework implies that changes in overall protein shape (induced,
for instance, by allosteric effects) may affect the shape of the reaction center. This will
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Figure 7.1. Model of the hexakinase enzyme: (a) the free cavity in hexakinase, (b) adsorbed glucose in
the cavity[2c].

Figure 7.1c. Model of the hexakinase enzyme: adsorption of glucose[2a].

influence both its intrinsic electronic structure and its reaction environment, both of which
will affect its catalytic performance. This will be described in the next section.

We will give a detailed description of recent insights obtained especially for the widely
studied hexakinase enzyme, which catalyzes the phosphorylation of glucose. The phospho-
rylation of glucose by hexakinase has been modeled in detail by simulating the reaction
events that can occur in the enzyme cleft[2]. The free hexakinase enzyme molecule is
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shown in Fig. 7.1a. The glucose molecule has not yet been attached. Its shape is signif-
icantly altered upon the adsorption of glucose, as seen in Fig. 7.1b. The reaction does
not appear to follow the lock and key model[3], which was originally proposed to explain
the stereoselectivity in enzymes. The lock and key model would suggest that glucose
would exactly match the open cleft in the hexakinase enzyme. Instead, the enzyme cavity
shape and hence overall three-dimensional structure adapt to accommodate optimally the
glucose substrate molecule. This is consistent with the “induced fit model” proposed by
Koshland[4]. In this model, small induced changes within the reaction complex lower the
activation energy of reaction. The cavity shape adapts leading to an optimum fit between
the reactive groups in the adjusted cavity and the reactant. Such changes cannot occur
in the rigid inorganic frameworks of heterogeneous catalysts such as zeolites discussed
earlier.

Upon the adsorption of the glucose molecule into the enzyme cavity, the cavity closes
as observed in Fig. 7.1b. The cavity continues to change as the reaction proceeds, which
helps to drive the reaction over the potential energy surface to the product state. Desorp-
tion of the product molecules requires reopening of the cavity in order to release them.
This process can be aided by the coadsorption of an additional reactant molecule at a
second peptide binding site (allosteric effect). This reduces the interaction between prod-
uct molecules and cavity, assists desorption and decreases the tendency of the enzyme to
become deactivated by product poisoning.

A unique feature of the enzyme is multi-point bonding of reaction intermediates to
the enzyme cavity and the participation of several protein substituents often belonging
to different amino acids in the activation of a substrate (Fig. 7.1c).

The optimum induced fit between the enzyme cavity and the reacting substrate enables
the enzyme for a particular reaction to discriminate readily between reactants that differ
in size. This is illustrated in Fig. 7.2 for the conversion of glucose and closely related
molecules by the hexakinase enzyme.

A good example of this is found in the studies by Rose[6] on the conversion of malate
to fumarate conversion. He showed for the enzyme fumarase that malate combines with
a conformation of the enzyme that accommodates malate more easily than fumarate.
As the chemical transition proceeds the cavity changes shape and provides for a better
accommodation of the fumarate. For net catalysis to proceed, the fumarase must finally
make a transition to the malate-preferring confirmation. In this step fumarate desorbs.
The minimum scheme for catalysis by an enzyme is than as follows:

E0 + S ←→ EsS ←→ EP.T ←→ EpP ←→ E1
TP

where E0 is an enzyme form that has a better fit to substrate S than product P. E0 changes
its conformation to Es when S adsorbs. When reaction proceeds, a pre transition (PT)
intermediate is formed and enzyme conformation adapts. This state continues towards
the formation of Ep which stabilizes the formation of the product just enough for the
product P to form but not so far that it will not desorb. After reaction, the state of the
enzyme E1

T has to return to its original state, E0.
Optimization of reaction complex topology implies the positioning of charged enzyme

groups such that there is an optimum interaction with (activated) reactants. Significant
protonation (in protolytic enzymes) or electron transfer (in redox catalysis) can already
occur in the adsorbed state. This is due to the unique electrostatic properties of the
enzyme, which is shielded from the solvent by its hydrophobic peptide framework.
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Figure 7.2. The rate of conversion of glucose related molecules by hexakinase. Dependence on molecule

shape[5]. The molecules converted are labeled with a number.

The formation of the optimum pre-transition-state complex requires some energy since
the enzyme restructures and the state of the substrate molecules becomes slightly deacti-
vated compared to its most stable adsorption state. The activation energy with respect to
the pretransition state may be only a few kJ/mol. For a hydrolysis reaction, the enzyme
typically lowers the activation barriers by 30–50 kJ/mol compared with the acid- or base-
catalyzed reaction in solution. This overall lowering of the apparent activation energy is
the result of the optimized electrostatic interaction and hydrogen bonding that occurs in
the initial reaction complex. The energy is only partially off-set by the cost in energy of
restructuring of the enzyme peptide framework. The interaction between substrate and
the atoms of the catalytic reactive center tends to weaken bonds within the catalytic cen-
ter itself, thus initiating its relaxation and restructuring. As we have discussed previously
for chemo catalysis, reaction energies not only depend on the changes in bond energies
that occur within the substrate or between substrate and active site in the catalyst, but
also within the catalyst itself.

The concept of a pretransition-state stabilization has also been extensively discussed
in the chapter on zeolite catalysis (Chapter 4). In addition, the stereochemical selectivity
found in chemocatalytic systems is often due to stabilization of reagents in a particular
conformation before actual bond activation occurs.

Enzyme catalysts typically have low activation energies. The synchronized action of
multi-atom displacements to optimize the interaction energy with the pretransition-state
complex implies a decrease in the entropic state of the complex. This has been analyzed
by Liktenstein[7], who formulated the principle of “optimum motion”, in contrast to the
principle of “minimum motion”.

According to the latter, the less that nuclei have to change their position in the transi-
tion of an elementary reaction step, the lower is the reorganization energy required. This
lowers both the overall energy and the activation energy for the reaction. The concerted
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motion of many atoms will stabilize the pretransition-state complex, thus leading to a
small activation energy as the result. According to the principle of optimum motion, the
number of nuclei whose configuration is changed in an elementary reaction step must be
sufficiently large to lower the activation energy with respect to the adsorbed state. At the
same time, this number has to be sufficiently small so that the synchronization probability
along the reaction coordinate is not too low.

Liktenstein proposed a condition that has to be satisfied so that ksyn is faster than the
reaction rate of the direct reaction kdir:

ksyn

kdir
= αsynexp

(
Edir − Esyn

kT

)
> 1 (7.2)

where αsyn is the synchronization factor, which is the ratio of the preexponential factors
of the synchronous and direct processes

αsyn =
n

2n−1

(
nkT

πEsyn

)n−1

ϕcr > ϕ0; Esyn > nkT (7.2a)

αsyn =
n

2n−1
ϕcr < ϕ0; Esyn > nkT (7.2b)

where ϕ is a parameter that denotes the displacement of the nuclei, ϕcr is some critical
value of this displacement and n is the number of vibrational degrees of freedom of the
nuclei participating in the concerted transition.

For activation energies typical for enzymatic reactions, cooperation of each new nucleus
in the transition state can lead to a ten-fold decrease in the reaction rate. Liktenstein used
the Eq. (7.2)to analyze different mechanistic schemes proposed for an enzymatic reaction.
One concludes that reaction paths involving a smaller number of synchronizing atoms, but
proceeding through covalently bonded intermediates, as we discussed for chymotrypsin
(Section 4.4, p. 203), are usually preferred.

When a reactant molecule adsorbs on a particular site, entropy is lost compared with
the reactant state in solvent or gas phase. This was described earlier in the chapter on
zeolites. Within the rigid lock and key model, this entropy loss would be maximum, thus
reducing the free energy gained upon adsorption. This is an additional reason why an
optimum fit between reactant and enzyme cavity is not preferred. When the fit between
the reactant and the cavity is not optimum, the reactant will maintain some mobility
in the adsorbed state, hence the entropy loss is less. The basic mechanistic principles for
enzyme catalysis discussed so far include the induced fit of the enzyme cavity as a response
to substrate shape and size, pretransition-state stabilization of activated molecules and
the principle of optimum motion. A reaction that proceeds through intermediates via
transient covalent bonds is preferred.

Enzyme catalysis, as discussed so far, occurs at a single site of the protein. Enzymes
that modify proteins or macromolecules have to distinguish between similar substrate sites
within larger dissimilar molecules. Discrimination between different substrates bearing the
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Figure 7.3. How enzymes select their substrates. (a, b), In general, enzymes recognize their targets

through complementary structural features between the substrate and the enzyme’s active site (indicated
here by the shape of the “pocket”). Small substrates (a) and relatively small modification sites on proteins

(b) can be recognized by this mechanism. (c) Some enzymes make additional, specific contacts with the
substrate that enable them to distinguish between proteins that have identical or related sites of modi-

fication. (d) Cyclin-dependent protein kinases (CDKs) relegate that function to the exchangeable cyclin
subunit, enabling a single CDK catalytic subunit to exist in numerous forms with different specificities.

Adapted from Wittenberg, Nature 434, 35 (2005).

same motif occurs through additional specific interactions between sites other than the
reaction center of the enzyme and substrate. This is illustrated in Fig. 7.3.

Such cooperativity has, for instance, been shown for cell cycle-regulating cyclin-depen-
dent kinases (CDK) or baker’s yeast. These CDKs consist of the combination of a subunit
cyclin and a catalytic subunit. The presence of a particular hydrophobic structural motif
on cyclin in combination with the catalytic subunit imports unique reactivity with respect
to the phosphorylation of particular substrates with different size.

7.3 ATP-Synthase Mechanism; a Rotating Carousel with Multiple Catalytic
Sites

The enzyme that catalyzes the hydrolysis or synthesis of adenosine triphosphate (ATP)
demonstrates a unique feature in which a rotational motion of the protein that contains
at least three reaction centers is coupled with different stages of the catalytic reaction
occurring at each of these centers. The enzyme protein is attached to a proton translo-
cating membrane. The energy changes due to ATP formation or hydrolysis is coupled
with proton transport through the membrane, which is important to the biosystem’s en-
ergy housekeeping. The rotary motion of the ATP synthase enzyme couples the chemical
potential changes of the chemical reaction with chemical potential changes over the mem-
brane. We will follow closely two important review papers[8,9] that help to elucidate the
mechanism of catalytic action of this catalyst. A model representation of the F1 enzyme
protein attached to the membrane F0 is given in Fig. 7.4.

F1 is a globular aggregate attached through subunit γ to F0, the membrane protein
complex. γ is the shaft around which three αβ subunits rotate. Proton transfer occurs
through c and a channels. The three catalytic sites are located at α/β interfaces. Sequen-
tial opening and closing of the catalytic sites drives rotation of the γ subunit. Conforma-
tional signals travel from one catalytic site to another. ATP synthesized at a high-affinity
catalytic site will desorb using energy produced by proton transfer through F0. The F1

unit then rotates by 120◦. The original three-site model proposed by Cross[9] illustrating
the sequence of reaction steps that occur is shown in Fig. 7.5.
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Figure 7.4. A model of the E. coli F0F1 ATP-synthase, after Ogilvie et al.[10].

Figure 7.5. A three-site model for the binding change mechanism. Adapted from R.L. Cross[9].

Tight(T), loose(L) and open(O) phases of three catalytic centers are proposed. ATP
will only be released from F1 once ATP is formed at a different site by adsorption of
ADP and phosphate. The conformational changes that occur in the enzyme cavities when
the reaction proceeds are communicated through the subunits to the other sites. This
allotropic communication implies synchronization of the different phases of the reaction
at the different reaction centers.

The coupling of proton transfer through a membrane to the generation of rotary motion
is known from other biochemical studies. For instance, it is also responsible for the flagellar
rotation of swimming bacteria (see ref. [1]). A rotational velocity of 100 revolutions per
second, consistent with the time scale of catalytic reactions, is typically reached. Each
revolution is driven by a flow of 1000 protons across the membrane[11]. Rotary force is
generated by the interplay of receptors on the rotating ring and the half-closed proton
channels on the membrane.

The H+ translocates through the membrane in three steps. First it adsorbs into a half
channel of the membrane, then it connects with a proton acceptor site on the rotating
F1 ring. In a rotation, the proton is back-donated to the empty other half-channel of
the membrane, that transfers the proton to the other side of the membrane. Rotational
motion will only occur when one half-channel is unoccupied by a proton and the other
half is empty.
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7.4 Carbonic Anhydrase

As a first comparison of a chemocatalytic reaction with an analogous enzyme-catalyzed
reaction, we discuss the hydrolysis of CO2 by H2O to give HCO3

− by the enzyme car-
bonic anhydrase. The reaction steps involved in the enzyme catalyzed mechanism will be
compared with the chemocatalytic steps involved in the hydrolysis of acetonitrile by a
Zn2+ containing zeolite as discussed on page 186 in Chapter 4. Similarly to the zeolite,
the interior of the enzyme is hydrophobic except for the region close to the Zn2+ center.
Its structure is shown in Fig. 7.6.

Figure 7.6. The catalytic center of carbonic anhydrase[12a].

The Zn2+ ion is attached to three basic nitrogen atoms of imidazole groups that are part
of histidine peptides of the enzyme protien framework[12]. The positive charge of Zn2+ is
compensated for by negatively charged glutamate residues in the second coordination shell
of Zn2+. A proton-transfer reaction between the negatively charged glutamate groups and
imidazole occurs upon proton attachment that is the result of water dissociation. Two or
three H2O molecules are involved in the reaction[13]. One molecule dissociates on Zn2+ to
give ZnOH+ and a proton that attaches to imidazole which is stabilized upon the transfer
of another proton from imidazole to neighboring glutamate. Similarly as in the zeolite
(see Fig. 4.23), the second water molecule facilitates the initial proton-transfer reaction.
The proton is transferred through the second water molecule to a basic proton-accepting
site.

Figure 7.7. The hydrolysis reaction of CO2 to bicarbonate[12b].
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The OH− bonded to Zn2+ reacts in a consecutive step with CO2 to form a bicarbonate
ion via the sequence shown in Fig. 7.7. The bicabonate is released when another water
molecule adsorbs and dissociate to form new OH− sites. The proton initially attached to
the His64 peptide is then released through the water network to charge compensate the
bicarbonate molecule. This closes the catalytic cycle. The reactive center is regenerated
in the last adsorption-induced desorption step.

The uniqueness of the enzyme relates to the hydrophobic environment of Zn2+ and the
protection of this site against deactivating reactions, for instance, leaching of Zn2+ by
dissolution of Zn2+ into the water phase. The leaching of Zn2+ is a problem that tends
to occur with the zeolite catalyst. In enzyme catalysis, bicarbonate is formed at neutral
pH, which is very different from the basic conditions used in the non-catalytic system. In
addition, the barrier for the dissociative adsorption of H2O to liberate H2CO3 is lowered
in a unique way, by the stabilization of the protons that are formed through a sequence of
hydrogen bonds they create with the surrounding basic imidazole groups. Such a unique
optimized environment is absent in the case of the zeolite.

The similarities between the nitrile hydrolysis and CO2 hydrolysis system relate to the
heterolytic H2O-assisted splitting of H2O and the importance of the adsorption-induced
desorption of the reactant molecule. The primary difference between the enzyme and
the zeolite relates to the specific interactions with the imidizole groups in the histidine
framework, which can simultaniously interact with the reaction center to aid bond cleavage
and bond formation reactions.

7.5 Biomimicking of Enzyme Catalysis

The development of chemocatalytic materials that mimic transformations carried out in
enzyme catalysis has been a major goal of molecular imprinting approaches[14] and more
generally biomimetic methods. The copolymerization of decomposable organic complexes
into an inorganic framework should lead to the formation of cavities that have a prear-
ranged shape that can be produced via the decomposition of a templating complex. The
cavity then contains activating groups that are arranged such that a particular transition-
state structure is stabilized.

In Chapter 4, we briefly discussed the hydrolysis of a peptide bond (Fig. 4.23a) by chy-
motrypsin, through the intermediate formation of a tetrahedral transition state. Figure
7.8 illustrates an approach to mimic such a reaction center for the hydrolysis of an ester
using a polymer matrix. The reaction center is created using a templating phosphate-
containing molecule that becomes part of the framework mimicking the transition state
of the molecule to be hydrolyzed. The catalyst cavity is subsequently created by re-
moval of the phosphate-containing molecular fragment before catalysis. In Chapter 8,
self-organizing biocatalytic systems exploiting the immuno system will be discussed in
which the reaction centers are generated by triggering the system using molecules which
have shapes similar to those of the transition-state complexes for the reactions to be
catalyzed. In addition directed synthesis approaches can also be used.

D’Souza and Bender[15] proposed the synthesis of a hydrolyzing cavity that mimicks
chymotrypsin by attachment of selected substituents to a dextrine cavity (Fig. 7.9).

The two examples shown in Figs. 7.9 and 7.10 illustrate attempts at synthesizing a
biomimetic flexible environment with well-controlled electrostatics strategically placed in
a small cavity to provide concerted activation of probe molecules.
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Figure 7.8. Schematic representation of the preparation of a catalyst by a transition-tate analogue using

labile covalent binding and noncovalent binding[14].

Figure 7.9. The mechanism of action of artificial chymotrypsin[15].

The principles of supramolecular catalysis relate to enzyme catalysis, because weak
chemical bonds involving well defined hydrogen bonds are essential. Lehn[16] formulated
two main steps required for supramolecular reactivity and catalysis:
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Figure 7.10. Cocatalysis: pyrophosphate synthesis by phosphoryl transfer[17].

– Binding which selects the substrate. Selectivity requires molecular recognition along
with the optimization of the pretransition-state configuration.

– Transformation of the bound species into products. The supramolecular system has to
transform reactants selectively to products that are accommodated in the supramole–
cule structure, but also readily desorb.

Figure 7.11. Tetrahedral intermediate of the acyl-transfer reaction bound inside the cavity of a por-

phyrin trimer. Adapted from V.F. Slagt [Thesis, Amsterdam (2004)].

The D’Souza and Bender system shows many of these features. Systems that induce
bond formation require the presence of several binding and reactive groups. The catalytic
molecule should act as a co-receptor bringing together reactant, substrate and intermedi-
ate complex. As an example, Hisselni and Lehn[17] demonstrated pyrophosphate formation
from the intermediate phosphoramidate formed by phosphorylation of the macrocycle by
ATP. In a second reaction step, the phosphoramidate reacts with a phosphate group to
form pyrophosphate (see Fig. 7.10).

Enzyme-mimicking systems that contain metal cations have also been designed. A very
elegant supramolecular assembly was designed by Sanders et al.[18] (see Fig. 7.11). They
constructed trimeric porphyrin structures where Zn2+ porphyrin moieties function as
templates for the organization of substrates into a conformationally optimal configuration
that undergoes an efficient acyl-transfer reaction or that lead to Diels–Alder products.
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Figure 7.12. Proposed reaction mechanism for TNP hydrolysis catalyzed by lipophilic and hydrophilic
zinc(II)–cyclen complexes[19].

It is important to remember that enzymes contain internally a hydrophobic cavity,
but their exterior is hydrophilic, which makes the enzyme water soluble. This phase-
property difference has been mimicked by Kimura and Koike[19] to develop an artificial
organophosphorus hydrolase. Their system is illustrated in Fig. 7.12.

The system is designed to hydrolyze tris(4-nitrophenyl)phosphate (TNP), an insec-
ticide. Both hydrophobic and hydrophilic Zn2+–cyclen complexes were synthesized and
tested for activity. The lipophilic Zn2+–cyclen complex forms a co-micellar phase with
triton, which creates a hydrophobic environment near the catalyst reactive center. The
hydrophobic center allows for the efficient attack at the reaction center, thus leading to
substantially enhanced catalytic reactivity. The hydrophilic catalyst, on the other hand,
prevents an efficient attack at the reaction center and hence shows no reactivity. The
nearly 100-fold difference in rate of the co-micellar catalyst system as compared with the
aqueous system stems mainly from the solvability of TNP in the micellar phase and, to a
partial extent, to the higher reactivity of Zn2+ due to the exclusion of H2O.

Additional reviews on biomimetic catalytic systems are available[20,21]. Shilov[20] re-
views transition-metal complex systems that have related activities to biocatalytic sys-
tems. The review by de Vos et al.[21] compares the reactivities of zeolite and layered
hydroxide-based enzyme-mimicking systems.

7.6 Bio-Electrocatalytic and Chemocatalytic Reduction Reactions

7.6.1 Oxidation Catalysis

When the two oxygen atoms of O2 are incorporated into a product molecule, there must be
a change in spin state. The reaction between triplet molecular oxygen and a singlet state
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reactant to produce singlet product molecules is spin forbidden. One way to overcome
this spin forbidden event is if the reaction proceeds via free radicals. A transition-metal
catalyst helps to overcome this spin forbidden event by an exchange of electrons between
catalyst and oxygen molecules. Paramagnetic metal centers make the desired reaction
towards singlet product molecules possible via a set of spin-conserving reaction steps.
The spin state of the metal center is altered after reaction. A second major challenge
in oxidation catalysis is to cleave the oxygen molecular bond. One has to distinguish
between reactions in which one of the two oxygen atoms of the molecule is incorporated
into the product molecule from reactions where both oxygen atoms are incorporated. In
biocatalysis, enzymes that catalyze the former are called monooxygenases and those that
catalyze the latter reaction are called dioxygenases. The monooxygenases use a co-reactant
to remove the other oxygen atom so that the catalyst can be regenerated.

The heme-containing cytochrome P450 catalysts that hydroxylate CH bonds and are
active as epoxidation catalysts are known to be monooxygenases. They utilize molecular
oxygen as a source of two electrons to catalyze oxygen insertion into a CH bond. The
overall electrocatalytic cycle for the oxidation reaction is shown in Scheme 7.1[22]

Scheme 7.1

Six steps occur in the cytochrome P450 reaction cycle. These steps appear to be uni-
versal for cytochromes P450 and are

1 Binding of substrate at the active site of low-spin hexacoordinate iron(III) form
of the enzyme. This converts the low-spin Fe(III) into a high-spin pentacoordinate
iron(III) enzyme. The substrate in Scheme 7.1 is represented simply by the C–H
that is to be hydroxylated.

2 Addition of an electron to form the iron(II)-containing substrate form of the enzyme.
3 Addition of molecular oxygen to reduced the complex. Resonance forms exist for

ferrous-dioxygen and ferric-superoxide with the latter favored.
4 Addition of a second electron. The addition of two protons to the O–O bond results

in its cleavage and the subsequent elimination of water.
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5 A radical-type hydrogen atom abstraction/oxygen rebound reaction occurs, the net
effect of which is hydroxylation and re-formation of the iron(III) form of the enzyme.

6 Product dissociates from the active site.

Biochemical oxidation is part of a catalytic system in which electron and proton trans-
port steps are coupled together in the generation of the specific oxygen atom necessary to
carry out the specific selective oxidation reaction. Reactions that require hydrogen perox-
ide will similarly incorporate only one of the oxygen atoms into the desired product; the
coproduct is H2O. The decomposition of H2O2 occurs through a tetrahedral transition
state stabilized by intermittent hydrogen bond formation and proceeds with proton and
electron transfer. This is illustrated in Fig. 7.13. Note also the changes in the hydrogen
bonds between the imidazolinium attached to Fe and the near basic groups.

Figure 7.13. The decomposition of hydrogen peroxide by cytochrome P450 catalyst.

Dioxygenases form the second class of biochemical oxidation systems. They often ox-
idize hydrocarbons selectively to carboxylic acids. These catalysts proceed through low
valence states of the catalytic metal center and through radical-type elementary steps.
The metal centers donate electrons to the oxygen molecule, so as to assist oxygen bond
cleavage.

Various heterogeneous analogues of dioxygenases exist such as the (M1−x
2+AlxPO4)

zeolite redox systems discussed in Chapter 4 and the (BiOx)2.(MoO3)y solid-state catalyst
used to oxidize propylene to acrolein (see also Section 5.6.1). In this latter example, the
two oxygen atoms generated by the dissociation of molecular oxygen at an Mo center,
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diffuse through the solid oxide material and then react such that one oxygen atom is
used to produce H2O, the hydrogen source being propylene, and the other inserts to give
acrolein.

The Wacker reaction, introduced in Chapter 2, page 25, is another example of a chemo-
catalytic system that acts as a dioxygenase. In the homogeneous Wacker reaction cat-
alyzed by the Pd0/Pd2+; Cu+/Cu2+ couple the overall reaction is

H2C=CH2 +
1
2
O2 −→ CH3CHO

Mechanistically the reaction proceeds through the key reaction step

C2H4 + PdCl4 2− + H2O −→ CH3CHO + Pd0 + 2H+ + 4Cl−

The Pd2+ reaction center generates an oxygen atom through the activation of water
to form an OH intermediate that subsequently inserts into ethylene. Molecular oxygen is
then used to regenerate the Pd2+ through a redox cycle with Cu+/Cu2+. In the overall
reaction the two atoms of O2 become “incorporated” into acetaldehyde.

The biochemical oxomolybdooxidase enzymes operates similarly to the Pd2+ system
with the important difference that reoxidation now proceeds electrochemically. As in the
Wacker system, the selective oxygen atom is generated by the oxidation of water. A
possible catalytic cycle for the sulfite oxidase system[24] is shown in Fig. 7.14.

Figure 7.14. Possible catalytic cycle for sulfite (X) oxidase and dimethyl sulfoxide (DMSO) (Y)
reductase[24].

The overall reaction is

R + H2O −→ RO + 2H+ + 2e−

The coupling of oxidation catalysis in the biosystems with electrochemical systems enables
such reactions to proceed under mild conditions. The electrochemical potential is adjusted
to overcome the high activation barrier for generation of an oxygen atom from H2O.

Propylene epoxidation over metallic Cu and ethylene epoxidation over Ag are two
unique heterogeneous chemocatalytic systems which have no biochemical analogue. The
epoxidation of ethylene over the Ag catalyst, which is briefly discussed here, was initially
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thought to proceed via the formation of an Ag superoxide or peroxide intermediate which
would be the analogue of a monooxygenase system[25]. One oxygen atom was thought to
react with ethylene to give epoxide while the second O atom would be removed from the
surface through combustion of ethylene. The maximum selectivity towards epoxide would
then be only 6–7. The reaction proceeds through a low valency silver state.

The alternative mechanism, which is now generally accepted, is the dioxygenase ana-
logue. Selective reaction occurs through Ag in a high valency state, generated by the
overoxidation of the Ag surface. This has an optimum selectivity at conditions where the
oxygen adatom to Ag atom ratio (Oat/Ags) is equal to 2. Half of the oxygen atoms that
belong to the surface-layer atoms are subsurface. Oxygen atom insertion into the ethylene
bond occurs by its reaction with an AgO+ species. In principle now the two oxygen atoms
from molecular O2 can be inserted, which gives a theoretical selectivity of 100%.

7.7 Reduction Catalysis

The catalytic reduction of a particular intermediate involves the addition of hydrogen.
Just as in oxidation catalysis, there is the issue of whether one or two hydrogen atoms from
H2 are incorporated into the substrate through identical intermediate hydrogen atoms.
In heterogeneous catalysis, this question translates into whether dissociation occurs ho-
molytically or heterolytically. On a transition-metal surface H2 dissociation generates two
equivalent hydrogen atoms such as we have seen in Chapter 3. As discussed in Chapter
4, however, H2 can dissociate heterolytically: H2 → H− + H+.

The presence of H+ at the cation site of a cation-exchange zeolite will become the acidic
proton on the zeolite lattice. The presence of H−, on the other hand, will take on the
form of an MH species. We discussed such a reaction for the Zn2+ ion-exchanged zeolite.
The reaction is driven by the strong Lewis base nature of the negatively charged zeolite
oxygen atoms.

In biochemistry there are two ways to hydrogenate or to dehydrogenate. In one reaction
path, an H− ion is transferred from NADH or NADPH to the substrate molecule that is
to be reduced and the additional hydrogen atom is added as a proton. Such a step occurs,
for instance, in the reduction of glutamate to proline. Cations such as Zn2+ or Mg2+ play
a role in enzymes catalyzing such reactions.

The reactions can also be of the acid–base type induced by the electrostatics of the
enzyme cavity.

A schematic description of such a concerted reaction is shown in Scheme 7.2.
An important representative of the reaction route through equivalent hydrogen atoms

is that for the reduction of N2 to NH3 in the nitrogen fixation reaction. The nitrogenase
enzyme catalyses the overall reaction:

N2 + 10H+ + 10e− −→ H2 + 2NH3 + H2

The reaction proceeds with co-evolution of hydrogen. Nitrogenase has been studied exten-
sively and appears to contain three different kinds of Fe/Mo/S clusters distributed over
two proteins. The actual nitrogen reduction takes place at the Fe7MoS8 cluster shown in
Fig. 7.15.

It has recently been discovered that structure (A), which was widely believed to be the
active cluster, was incorrectly identified. Structure (B), which contains a nitrogen atom
attached to six Fe atoms, is the actual structure of the active nitrogen reducing cluster.
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Scheme 7.2 The stepwise and concerted reactions[26] carried out by lactate hydrogenase.

Figure 7.15. Two models of the FeMo cofactor of the nitrogen-fixing enzyme nitrogenase[27].

We will discuss available theoretical results for this reduction reaction and report on ex-
perimental studies of a recently discovered homogeneous reaction system. We subsequently
conclude this section with an analysis of the heterogeneous catalyst used to synthesize
ammonia industrially from N2 and H2 over Fe.
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All theoretical models used so far to study the activation of N2 have been based on the
structure shown in Fig. 7.14A. It is not clear whether structure (B) is an intermediate
or actually the catalytically reactive system that initiates the reaction by the adsorption
of an N2 molecule. It is generally believed that the seven Fe atoms provide the binding
site for the N2 molecule. We summarize here the general theoretical understanding of this
system[28].

Nitrogen can initially adsorb end-on or side-on. Nitrogen binding is affected by protona-
tion and the addition of an electron to generate a bridging SH group. Fe then experiences
a weaker Fe–S interaction and, hence, can bind more strongly with the substrate N2

molecule. Successive hydrogen transfers (protonation and electron donation) to nitrogen
lead to unstable intermediates such as NNH, HNNH and HNNH2 (Fig. 7.16).

Thermodynamics becomes favorable only once a three-electron transfer occurs. The
first stable irreversibly bonded intermediate is hydrazine. Adsorbed NH3 is the most
stable state. It will desorb as NH4

+.

Figure 7.16. The calculated binding energies of the intermediates for hydrogenation of N2
[28b].

It is of interest to compare the reaction energy diagram for the N2 reduction by the
“Fe7MoS8” cluster with those for the heterogeneous Fe-based catalyst that are used indus-
trially and operates at a reaction temperature at around 400◦C. The reaction energy dia-
gram constructed from experimental results for the industrial Fe–metal surface is shown
in Fig. 7.17.

The relative energies of the reaction intermediates are shown to be completely different.
On iron, the initial step is not the hydrogenation of N2, but N2 dissociation. Compared
with the adsorbed Natom state, the formation of NHads, NH2ads and NH3 are all ther-
modynamically endothermic. The industrial catalyst is promoted with oxides such as
potassium oxides, which are thought to lower the activation energy Fe in the rate-limiting
step, which is the dissociative adsorption of N2.
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Figure 7.17. Schematic energy profiles for the ammonia synthesis on a promoted iron catalyst with

energies in kJ/mol. Adapted from G. Ertl[29].

Figure 7.18. (a) Rates of ammonia synthesis over five iron single-crystal surfaces with different ori-
entations: (111), (211), (100), (210), and (110). (b) Schematic representations of the idealized surface

structures of the (111), (211), (100), (210), and (110) orientation of iron single crystals. The coordination
of each surface atom is indicated. Adapted from Spencer et al.[30b].

As shown in Fig. 7.18, the ammonia synthesis reaction is highly structure sensitive.
The most reactive face of iron is the Fe(111) surface plane[30]. The different phases tested
in the reactivity study are shown in Fig. 7.18. The preference for this surface in the
hydrogenation of nitrogen implies that the barrier for the activation of N2 on this surface
is the lowest[31]. Interestingly, on this surface, the site responsible for N2 dissociation
consists of seven Fe atoms, as in the enzyme “Fe7MoS8” cofactor. It illustrates that
heterogeneous catalyst can also contain unique sites that are responsible for maximal
substrate activation.
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Figure 7.19. Proposed intermediates in the reduction of dinitrogen at an [HIPTN3N]Mo (Mo) center

through the stepwise addition of protons and electrons[32].

The concept that the low-temperature nitrogen fixation reaction requires electron trans-
fer to nitrogen followed by subsequent protonation steps has been exploited to design
biomimetic single-center homogeneous organometallic catalysts based on Mo. Yandulov
and Schrock[32] designed different Mo complexes with tetradentate triamidoamine ligands
that allowed for N2 reduction using a mildly acidic molecule and reductant in heptane.
The reaction sequence they propose is shown in Fig. 7.19, which is similar to earlier
proposals for reduced Mo systems[33].

Unique to this biomimetic system over that of the previously reported [Fe7MoS8] co-
factor systems is the inequivalence between the reduction of the first and second nitrogen
atoms. The finding of the nitride atom in the new crystal structure of the Fe7MoS8 cluster
may indicate that such a pathway may also occur in the nitrogenase system.

In summary, protonation and electron transfer steps in biochemical systems are typ-
ically rate limiting steps. Biomimetic chemocatalytic systems have been designed based
on ideas of incorporating specific functions that could carry out similar chemistry.

7.8 Enzyme Mechanistic Action Summarized

Fischer[3] suggested at the end of the 19th century that unique activity of enzymes is
related to the need for reactant molecules to fit optimally in the enzyme cavity. This is
the lock and key molecular recognition model. Later Koshland[4] postulated the concept of
induced fit; the enzymes assume shapes that are complementary to that of the substrate
after the substrate is bound.

Pauling[34] suggested in 1948 a strategy for developing enzyme cavities that stabilize
the transition state of the rate-limiting step. This can be recognized as the need for
a substrate to have an optimum interaction with the enzyme. We have seen that the
stabilization of pretransition-state structures is usually the essential step that stabilizes
transition states.
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Transition-state or pretransition-state structures must attain maximum free energy sta-
bilization. The induced changes of the enzyme pocket, the concerted bond cleavage and
the formation of bonds within the enzyme cavity, within reacting reagents and between
substrate and enzyme lead to the optimum stabilization of pretransition-state structures.
Enthalpy gains and entropy counteracts. This sometimes leads to anti-lock and key behav-
ior when enthalpy advantages are too small to be overcome by entropy loss. The altered
shape of the enzyme cavity after reaction decreases the optimum fit and, thus helps the
desorption of the product. Hence the flexibility of the enzyme–protein framework is an
intrinsic and an essential feature for its high activity.
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CHAPTER 8
Self Organization and Self Assembly of Catalytic Systems

8.1 General Introduction

In the previous chapters we predominantly considered catalysis as a molecular event, in
which substrate molecules are activated by the catalyst. In this chapter and the next we
will emphasize catalytic features of dimensions in space much larger than that of single
catalytic centers and times much longer than those associated with the individual molec-
ular catalytic cycles. Often mass and heat transport cause reaction cycles, which occur
at different sites, to interact. Under particular conditions this gives rise to cooperative
phenomena with oscillatory kinetics and temporal spatial organization. As such, inter-
esting surface patterns such as spirals or pulsars may form. Such complex cooperative
phenomena are known in physics as appearances of excitable systems. Their characteris-
tic features are easily influenced by small variations in external conditions. Hence these
systems have also features that are called adaptive.

In this chapter, we bring together several topics in catalysis that at first sight appear
unrelated. However, all of them share features of complex adaptive systems. This aspect
unites topics as different as the biological immuno-response systems and zeolite catalysis.

We start the next section with a discussion of self repair of the catalytic site after
reaction to restore it to its initial state when the reaction cycle has been completed.
Self repair in a catalytic system is the lowest level of self organization. It is an intrinsic
property of a catalytic system and occurs locally at each catalytic site. In the two sections
that follow we will introduce the general features of self organization, that result from
collective cooperative effects, due to the interaction of catalytic reaction cycles of reactant
molecules occuring at different catalytic centers. The example chosen is CO oxidation on
a reconstructing Pt surface. It will appear that fundamental studies in computer science
and the cellular automata have contributed in an essential way to understanding such
phenomena.

As we will see in a final chapter, dynamic Monte Carlo methods, genetic algorithms
and evolutionary computational strategies help to determine the optimum structure of
catalysts for maximum performance.

Two intermediate sections deal with experimental systems, in which a catalyst develops
in response to a templating molecule. The template can be chosen similar to the shape of
a molecule in the transition state of the reaction to be catalyzed. The biological immuno
response system is an important example. It can respond to different templates. Molecular
recognition of different templates leads to different reorganization of the immunoglobin
molecule that is key to biological reactions that follow. A response that is amplified by
biological transformation within the biosystem. The reaction sequences can be physically
characterized as evolutionary, recombinatorial events. Interestingly, the self assembly of
siliceous oligomers around a template in zeolite synthesis shows many of the same features
that can be recognized as similar but much less sophisticated as in the biological system.

We expect that the unconventional way in which the different topics have been brought
together in this chapter will help to assist the reader to appreciate the many different forms
in which complex organization realizes itself in catalysis.

Molecular Heterogeneous Catalysis. Rutger Anthony van Santen and Matthew Neurock
Copyright © 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-29662-X
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8.2 Self Repair in Chemocatalysis

Self repair of chemical bonds altered within the catalyst during reaction has to occur in
order for the reaction cycle to close. This is due to bonding changes on the surface or within
a catalyst during its reaction cycle. Catalysis is a cyclic event, that consists of a series of
elementary reaction steps in which the reaction center or a key reaction intermediate is
regenerated after completing the reaction cycle. Interactions between the catalyst atoms
and the atoms in the reacting molecules have to be strong, so that reactant molecular
bonds are broken, bonds between reactant atoms and catalyst atoms are formed and
rearrangement reactions occur within a reactant molecule or between adsorbed reactant
molecules. In the process bonds between atoms within the catalyst also become weakened
and there can be changes in the atomic positions. Finally, product molecules desorb,
leaving behind an empty active center or an activated complex of new reactant molecules
and catalyst. To regenerate the initial catalytic site, the displaced catalyst atoms must
return to their original positions.

Figure 8.1. Catalytic HDS cycle via η1-thiophene and dihydrothiophene intermediates: H2 adsorption

initiated [1].

The cyclic succession of reactions with self repair of the catalyst is illustrated for the
catalytic reaction in which sulfur is removed from thiophene with hydrogen. The suc-
cessive reaction steps are shown for an Ni3S2 cluster in Fig. 8.1. Thiophene adsorbs on
the vacant Ni site of the Ni3S2 complex. Hydrogen can dissociate on the Ni3S2 clus-
ter and weaken the Ni–S bonds in the cluster. Hydrogen can subsequently add to the
carbon–sulfur bond in thiophene, thus enhancing the C–S bond-breaking reaction. When
the reaction is concluded, butadiene and H2S desorb and the Ni3S2 particle is restored
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to its original state. Owing to the strong chemical interaction between catalyst surface
atoms and reactant atoms, within the catalytic complex the bonds between the catalyst
atoms themselves weaken. This can be best understood on the basis of the Bond Order
Principle[2] in chemical bonding, that we discussed in Chapter 3.

The Bond Order Principle is an approximate theory. It assumes a spherical distribution
of electrons, hence exceptions to its rule exist. However, for many chemical systems it is
found to have predictive value. According to the Bond Order Principle, the valency or
bonding power of each atom is distributed over the chemical bonds in which the atom is
involved. The total bonding power of an atom is considered to be a constant and this is
to be distributed over all the bonds directed towards neighboring atoms. It implies that
when more bonds are shared there is less bond strength per bond. As a consequence,
attachment of reactant molecules to the catalyst surface atoms will weaken the bonds in
the adsorbate via their interaction with the catalyst. In addition, there is a weakening
of the internal catalyst molecular bonds that may lead to significant distortions and
cleavage of internal catalyst chemical bonds and even to reconstruction of surfaces or
clusters during catalytic reactions. In the particular example illustrated by Fig. 8.1, the
Ni–Ni and Ni–S bond distances change upon adsorption and reaction. There is even a
cleavage of one of the Ni–S bonds that after reaction is restored.

A second example that nicely illustrates the relevance of self repair is found in the
comparison of two experimentally related systems. The first is a true catalyst and the
other an unstable reactive, but non-catalytic, material. We consider the selective oxidation
of an alkene to an epoxide by silica-based catalysts that contain Ti. In such catalysts, Ti
is four-coordinated to the oxygen atoms. There are two important systems that are used
in practice. In the first system, Ti istetrahedrally bound to a silica surface. Its state is as
schematically shown in Fig. 8.2.

Figure 8.2. Ti–OH attached to a silica surface.

Ti is coordinated through three oxygen atoms to the silica surface and terminated by a
hydroxyl group[3]. This system can epoxidize propylene with hydroperoxide to the corre-
sponding epoxide and alcohol by a reaction path to be discussed at the end of this section.
The second system is a crystalline zeolite system in which a silicon cation is tetrahedrally
surrounded by four oxygen atoms. The tetrahedra form a crystalline network with a four,
five or six tetrahedra-containing ring structure. Many structures can be formed, some of
them containing channels of 10 or 12 rings through which molecules can diffuse. Zeolites
were extensively discussed in Chapter 4. In a particular zeolitic SiO2 polymorph, silicalite,
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the replacement of Si by Ti results in an active epoxidation catalyst[4], in which hydrogen
peroxide can be used as the oxidation agent (see Fig. 8.3).

Whereas the above-mentioned systems are catalytically active, one can design other
systems in which Ti is four-coordinated with oxygen that turn out to be catalytically
unstable. Such a system is formed, for instance, when TiCl4 reacts with cubic silica clusters
such as silsesquioxanes, with two dangling silanol groups. Such a cluster is illustrated in
Fig. 8.3 (top left).

The reaction of TiCl4 with such a silsesquioxane cluster connects Ti through oxygen
atoms with four silsesquioxane clusters (Fig. 8.3 , bottom left)[5]. The result is a very
flexible gel. The titanium atoms become part of a rather loose network of silsesquioxane
clusters connected through Ti atoms. This system appears to be catalytically active for
epoxidation of alkenes by hydroperoxide. When contacted with the Ti center, the reaction
sequence shown in Fig. 8.4 occurs in Ti-silicalite and in the gel.

Figure 8.3. Ti-silicalite (right) and Ti-silsesquioxane (left) epoxidation systems.

Cleavage of the OH bond in the peroxide −OOH and the catalyst Ti–O bond occurs
with formation of an SiOH group. In consecutive reaction steps the alkenes reacts with
the Ti-OOR group to give the epoxide and -TiOR. The catalytic center is restored when
the Ti–O–Si bond is re-established through formation of the alcohol or H2O by reaction
of silanol with Ti alkoxy. The difference between zeolite and gel is that in the gel the
resulting silanol group will move away from the Ti center, and, hence, restoration of the
TiO bond after reaction becomes impossible. However, in the zeolite there is only a very
limited motion of the SiOH group possible. This is due to the high connectivity of the
silicon units in rather tight small rings. Once in the zeolite, one of the oxygen atoms of
the OOH group has been inserted into the π-bond of the alkene the OR group left on Ti
will now react with the silanol proton to H2O and the Si–O–Ti bond is restored.

Titanium that is three-coordinated as in Fig. 8.2 is also part of a catalytically stable
reaction systems. This has been demonstrated by the incorporation of Ti as a corner
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Figure 8.4. The epoxidation reaction cycle.

atom in a Ti silsesquioxane complex (see Fig. 8.3). NMR measurements of this complex
during the epoxidation reaction indicate complete stability. The stability of this complex
is related to the the Ti–OH group, which can react with the peroxide to form an OOR
bond, so that now no Si–O–Ti bond must be activated during reaction. If the Ti–O breaks
in a parallel reaction, the silsesquioxane lattice constrains the Ti–O–Si site so that the
Ti–O–Si is restored after reaction as sketched in Fig. 8.4.

These examples illustrate that local changes in the catalytically reacting systems induce
local stress or strain, that result from bond cleavage or bond formation as the result of
the catalytic reaction. The catalytic system must therefore be flexible as well as robust.
Flexibility is needed so that local volume changes can be accommodated through changes
in bond angles of the surrounding bonds of the atoms around the catalytically reactive
systems. This happens in the zeolitic system in which the energy needed to alter the
Si–O–Si bond angles is small.

Zeolites are robust enough that local stress or strain does not disrupt their framework.
This is not the case for many of the metal surfaces, as was discussed in Chapter 2.

8.3 Synchronization of Reaction Centers

The cyclic nature of the catalytic reaction usually does not typically lead to an over-
all cyclic time dependence or synchronization of the reaction system. Rarely is there a
synchronization of the cycle reaction phases on different reaction centers. As long as the
reaction conditions are close to the equilibrium condition of a system, stationary kinetics
tend to rule. However, for particular systems, when reactions are performed far from their
equilibrium complex oscillations in time and even spatial organization may occur. The
necessary conditions for the occurrence of cooperative time dependent and spatial events
are:
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– the presence of autocatalytic elementary reaction steps (that enhance the rate)
– a reaction step that slows the reaction
– synchronization of the phase of the catalytic reaction cycles at the different catalyst

centers by mass or heat transport over the surface or through the gas phase.

Spatial or temporal self organization effects have been observed on heterogeneous tran-
sition metals as well as oxide catalysts. We will illustrate here in detail these concepts
using the CO oxidation reaction as an example [6]. We briefly referred to self organizing
catalytic systems earlier in Chapters 2 and 4.

The catalytic oxidation of CO over the Pt(100) surface provides a nice illustration of
these ideas. This surface has the interesting feature that in a vacuum its surface topology
is different from that of the bulk terminated surface. A slightly more stable situation is
obtained when the surface layer reconstructs from a configuration in which each surface
atom has four surface atom neighbors (the total number of nearest neighbor atoms is to
eight, implying that there are four neighbors with atoms in the layer next to the surface) to
a configuration in which each surface atom has six surface atom neighbors (total number
of nearest neighbor atoms between nine and twelve). This is denoted the Pt(100)hex
surface. The larger average surface atom coordination number implies for the Pt(100)hex
surfaces a lower degree of coordinative unsaturation of the surface atoms, which will lower
the surface energy since the cost of surface generation is reduced. However, it will also
decrease the reactivity of the surface atoms with respect to adsorbing gas-phase molecules.
This is a consequence of the Bond Order Principle. The bond energy of the adsorbate
decreases when there is an increase in the number of surface metal atom neighbors, since
this dilutes the bonding power towards the adsorbed molecule as compared with bonding
with a surface atom that has fewer metal atom neighbors. As a consequence, the adsorbing
oxygen molecules interact so weakly with the reconstructed surface, that the activation
barrier for O2 dissociation cannot be overcome. On the other hand, CO will adsorb since
no intramolecular bonds are cleaved upon chemisorption and, hence, chemisorption will
always be exothermic. The adsorption of CO on the reconstructed Pt(100)hex surface,
weakens the Pt–Pt bonds. The interaction with CO will increase when the number of
neighboring metal atoms in the surface that bind CO decreases. This can drive the surface
to reconstruct back to the less stable, more reactive bulk terminated Pt(100) surface. This
tends to occur when at least five CO atoms adsorb near each other on the Pt(100) hex
surface. The cost of reconstruction is now compensated for by the increased interaction
with CO, that is the result of the decrease in the number of neighboring metal atoms of
the surface atoms bonded to CO. Also, part of the neighboring surface uncovered by the
CO molecules surface reconstructs back to the Pt(100) surface. These surface atoms are
now more reactive, since they have fewer neighboring metal atoms and can now readily
dissociate oxygen. The sketch of the events that occurs during CO oxidation on the Pt
surface gives a beautiful illustration of the consequences that bond weakening effects can
have on the structure of a reactive catalyst surface as a function of the phase of the
catalytic reaction cycle. So far we reached the conclusion that dissociative adsorption
of O2 can occur if at least five CO molecules have been adsorbed on a patch of the
(100)hex surface in order to reconstruct it to the more active phase. Once oxygen atoms
are coadsorbed with CO, rapid recombination of adsorbed O and CO occurs to give
CO2 that rapidly desorbs into the gas phase. At the same time the surface atoms free of
CO and O reconstruct back to the low-reactivity Pt(100) hex phase. As a consequence,
the dissociative adsorption of O2 stops and the reaction cycle will only start once enough
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vacant Pt(100)hex sites have been generated. Once again five CO molecules must adsorb in
order to start the reaction cycle again. Under particular reaction conditions this catalytic
system shows an oscillating time dependence and, hence the catalytic reaction cycle has
an autocatalytic elementary reaction step.

Autocatalysis is strictly defined as a reaction in which the product enhances the rate
of the reaction, as, for instance, in the following reaction scheme:

A + B → 2B + C

In this autocatalytic reaction scheme, B is replicated by its reaction with A. Autocatalysis
is therefore an elementary form of replication, a topic we will discuss extensively in the
next chapter.

The autocatalytic elementary reaction step for CO oxidation is the removal reaction of
CO from the catalyst surface. The presence of adsorbed CO suppresses the dissociative
adsorption of O2, because vacant surface sites are required to accommodate the oxygen
atoms that are generated by dissociated molecular oxygen. The CO2 removal reaction, on
the other hand, is actually autocatalytic in vacant sites since a molecule of oxygen can
ultimately remove two adsorbed CO molecules, thus freeing up two additional sites.

O(gas)
2 + |−−||

−
−|COadsCOads → OadsOadsCOadsCOads

→ |−−||
−
−||

−
−||

−
−| + 2CO(gas)

2

The reaction step which is autocatalytic in CO is the regeneration of the surface phase nec-
essary to dissociate O2. Two vacant sites generate four vacant sites. Several autocatalytic
reaction steps are coupled in the CO oxidation reaction (|−−| is schematic representation
of surface vacancy).

The surface reconstruction reactions are slow and act to slow the reaction. This pres-
ence of a reaction step which slows the reaction system is a second condition for self
organization. Slowing the reaction progress creates the opportunity for local synchroniza-
tion. Synchronization of the reaction cycles at different reaction centers over larger surface
distances occurs when surface diffusion homogenizes the surface composition at different
reaction sites of the catalyst.

In the next section, we will illustrate the need for synchronization of reaction cycles that
occur on different reaction centers using results from dynamic Monte Carlo simulations.
As shown by Pecora and Carroll[7], oscillatory dynamics at different reaction centers have
to satisfy particular conditions, so that synchronization between reaction centers can
occur.

A system of coupled autocatalytic reactions that can be used to illustrate the generation
of stable oscillations under non-equilibrium conditions is the Lotka–Volterra system:

A + X
k1−→ 2X

X + Y
k2−→ 2Y

Y
k3−→ E
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The corresponding kinetic expressions for this system are

d[X]
dt

= k1[A][X]−k2[X][Y]

d[Y]
dt

= k2[X][Y]−k3[Y]

Using as ansatz for [X] and [Y] solutions

[X(t)] = [X0]+xeiωt (x� [X0])

[Y(t)] = [Y0]+yeiωt (y� [Y0])

[X0] and [Y0] are the steady-state solutions of the kinetic equations. They satisfy the
conditions

k1[A] − k2[Y0] = 0

k2[X0] − k3 = 0

For the frequency ω one finds the solution

ω =
√

k1k3[A]

Surface diffusion coupled to autocatalysis can also lead to spatial self organization of
the surface, resulting in time-dependent pulsing or spiral-type overlayer patterns. Under
particular conditions growing spiral patterns may split into smaller spirals, which will
grow in turn. This can be considered a chemocatalytic mimicry of reproduction.

An important lesson to be learned from this exposition is that chemocatalytic systems
adapt their state to the reaction mixture composition or rather the chemical potential of
the gas phase to which they are exposed. To predict catalysis properly one therefore has
also to be able to predict the state of the catalyst surface during reaction.

In section 8.4 we discuss in more detail self organization and synchronization continuing
the analysis of the CO oxidation reaction.

8.4 The Physical Chemistry of Self Organization

Self organization is a general phenomenon that occurs in many particle systems that are
defined as active media [8]. Such systems can be generally described by reaction-diffusion
equations for their individual components i:

•
ai= gi

({
aj

})
+ Di∇ai

where ai

(
⇀
r , t

)
are the local concentrations of i and gi(ai.....aM) are a set of linear func-

tions gi(ai, ....., aM) that describe the reaction rates for components i. Di represents the
diffusion constants of the different reacting components. ∇ is the second-order deriva-
tive operator of the spatial coordinate vector ⇀

r . Chemical reactions are considered to
take place in small volume elements of uniform composition in which the concentrations
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Figure 8.5. Phase diagram of the reaction kinetics for the Pearson autocatalytic model. F and k refer
to the feed and the rate parameters respectively. Outside the region bounded by the solid line, there is

a single spatially uniform state (called the trivial state) that is stable for all (F, k). Inside the region
bounded by the solid line, there are three spatially uniform steady states. Above the dotted line and

below the solid line, the system is bistable[10].

change. Active media can be classified as bistable, excitable and oscillatory. In a bistable
medium the kinetic set of equations gi({aj}) has two states as its stationary solution.
Large perturbations trigger transition between these states, which may result in trigger
waves, typical for instance for flame propagation. They may also lead to a large variety
of irregular spatio-temporal patterns.

A catalytic example is provided by the autocatalytic reaction scheme in which x mul-
tiplies:

A + 2x
k2
↼
⇁
k1

3x

x
k4
↼
⇁
k3

B

It provides a simple model case that illustrates formation of spatio-temporal patterns due
to such finite-amplitude perturbations.

In the Gray–Scott model[9] of this system, both reactions are considered to be irre-
versible. This reaction scheme is a simplification of the autocatalytic model of the glycol-
ysis cycle (see Chapter 7). A is a feed term and B an inert product. Pearson[10] has shown
that as a function of kinetic and diffusion parameters this system leads to the formation
of local regions of concentration defined by sharp boundaries. These local regions take on
cell-like characteristics, thus undergoing multiplication and division behavior. We discuss
some of the results in detail, also because of the discussion in the next chapter on self
replication and the origin of protocellular systems. As a function of feed (F ) and rate
parameter (k), a state phase diagram can be constructed (see Fig. 8.5).
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Two areas can be identified: one with three steady states and another area to be
characterized as excitable. At the boundary of the two time regimes transient patterns
form in response to a small disturbance. In this unstable region a particularly interest-
ing phenomenon is observed that behaves like cell multiplication. Patterns occur with
concentration profiles of cellular form that grow and replicate. When these “cells” ex-
ceed a particular dimension, the interior destabilizes (in this case because a necessary
concentration gradient is not maintained) and cells divide.

Figure 8.6. Time evolution of spot multiplication. This figure was produced in a 256 by 256 simulation
with physical dimensions of 0.5 by 0.5 and a time step of 0.01. The times t at which the figures were

taken are as follows: (A) t = 0; (B) t = 350; (C) t = 510; and (D) t = 650[10].

The resulting spatio-temporal pattern at a particular point in this unstable region is
shown in Fig. 8.6. The compositional profile in Figure 8.6 was made just after an initial
square perturbation had decayed to leave four cell-like spots. Cell growth and division are
shown to succeed. Experimental verification of such self replication has been given by Lee
et al. [12] in a reaction system with ferrocyanide, sulfide and iodide that has a bistable
stationary solution.

An element of an excitable medium returns to its initial state of rest after being ac-
tivated by an external perturbation that exceeds a particular threshold. In an excitable
medium this results in a traveling excitation pulse.

A bistable medium is converted into an excitable medium by coupling a production rate
with an inhibitor component. An excitable medium undergoes a fast transition into an
excited state if triggered by the threshold transgressing perturbation. After this transition,
the medium at the point becomes refractory, slowly recovering its excitability until it again
becomes receptive. Target patterns and spiral waves are characteristic resulting features.

Oscillatory media have many characteristics of an excitable medium. They consist of a
large population of self oscillating elements, which are weakly coupled. Depending on the
properties of the medium, oscillations can synchronize or desynchronise with time. The os-
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Figure 8.7. Four examples of spatio-temporal pattern formation obtained in dynamic Monte Carlo

simulation of the reconstructing CO oxidation system: (a) turbulent patterns; (b) a double rotating
spiral; (c) cellular structures; (d) target patterns[11].

cillations in rate and self organization of overlayer patterns observed for the CO oxidation
reaction, discussed earlier, belong to this category. Diffusion of CO synchronizes the dif-
ferent reaction sites on the surface. Otherwise, overall catalytic time-dependent behavior
would be chaotic in time, controlled by the collision moment of the individual molecules.
The need to couple the reaction phases at different catalytic reaction centers is neatly
illustrated by dynamic Monte Carlo simulations on grids of varying size representing the
reconstructing surface during the CO oxidation reaction [11].

Different spatio-temporal patterns can emerge depending on the kinetics in this system.
Figure 8.7, for example, presents turbulent double rotating spirals, cellular, and target
patterns. In Fig. 8.7, reactions are represented by composition changes with a particular
probability on grid positions, dependent on the occupation of neighboring grid positions.
These figures illustrate self-organized surface pattern formation in the oscillatory medium
of the catalytic oscillators. They appear as the result of colliding wave fronts of differ-
ent local surface concentrations. The spatial dimension of these patterns depends on the
square root of diffusion rate and oscillation time. When the grid is small, the grid repre-
sents only a small number of surface atoms and, hence, can only support a single reaction
center which requires enough surface atoms to allow for reconstruction. This results in
only a single oscillation. When the grid size is increased, the possibility of more reaction
centers arises. As Fig. 8.8b shows, in the absence of diffusion there is no synchronization
and the amplitude of the oscillation decreases rapidly with the dimensions of the grid
system. Figure 8.8d shows, however, stable oscillations when there is diffusion that covers
a large fraction of the grids within the period of a catalytic cycle. Of course, there will be
a limitation when the grid size becomes too large and time scales of diffusion and local
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Figure 8.8. Simulation of the influence of diffusion and grid size on overall oscilatorry behavior. L is

the dimension of the grid. (a) and (b), absence of diffusion. The frequency of the oscillations (a) does
not change with grid size, but the amplitude of the oscillations (b) rapidly decreases with increasing grid

size. (c) and (d(, with diffusion; with diffusion amplitude and shape of the oscillations change (c), but
the amplitude of the oscillation is stable over a large grid size trajectory.

oscillation no longer match. Self organizing patterns will only occur in specific reaction
condition regimes. For the CO oxidation reaction, such a condition arises when the tem-
perature of the reaction is chosen just beyond the maximum of the overall reaction rate.
In this temperature regime the auto catalytic reaction steps start to become rate limiting.

The assignment of reaction probabilities and different grid states as a function of the
states of neighboring gridpoints can be considered as a specific case of cellular automata,
on which a rich literature exists [13]. Cellular automata were originally designed by von
Neuman to model self reproducing networks of cells. The von Neuman machine relied
on the reproduction of a code that instructs the building of a machine, the analogue of
cellular reproduction through the replication of DNA. He was able to construct such a
machine in a cellular array with 29 states per cell and a five-cell neighborhood.

Later Codd [14] reduced the complexity of the Von Neuman machine inspired by insights
in the physiology of the nervous system in animals. Important to our later discussion in
Chapter 9 of the design of self organizing catalytic systems, he proposed a universal
configuration of only eight-states per cell.

In 1997, Chou and Reggia [15] showed that it is possible to create cellular automata
models in which a self replicatory structure emerges from a random density of individual
components. Chou and Reggia designed the rules such that a viable structure of arbitrary
size generated by a random process replicates and grows. This precedes the discovery of
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Figure 8.9. Fourfold wave-symmetry obtained by a cellular automaton with square cells: (a) target

pattern; (b) spiral wave. Adapted from O. Arino et al.[16].

self organization in the grid model dynamic Monte Carlo simulations of the CO oxidation
reaction shown in Figs. 8.7 and 8.8.

Cellular automata simulations on the periodic grid neatly illustrate for an excitable
medium how a two-dimensional automaton leads to target patterns or spiral waves (see
Fig. 8.9). It is assumed in this automaton that all eight neighbors of an excited cell
(block) become excited in the next step, except for the neighboring cells that become
refractory (dashed), i.e. do not change. An excited cell becomes refractory after one time
step and receptive (white) after two time steps. The simple mechanism that generates the
target and spiral wave patterns illustrates that the key to self organization is the rules of
interaction between neighboring sites. We will return to this subject in the next chapter.

8.5 Size Dependence and Cooperative Behavior

Phase transitions such as order–disorder transitions have a well-defined critical temper-
ature when a system is sufficiently large, so that boundary effects can be ignored. An
example of a disorder–order transition for a surface overlayer system is the mixing or
demixing that occurs in a surface phase when repulsive interactions between adatoms
dominate. At low temperatures two different phases demix and above a critical tem-
perature a mixed phase can be formed. In the oxidation of methanol catalyzed by Cu,
overlayers consisting of separate islands of oxygen atoms and adsorbed methoxy species
are formed[17]. Reaction occurs only at the boundary of the two surface overlayer phases.
The oxygen islands are formed from an oxide overlayer in which the free metal surface
has reconstructed resulting in effective attractive interactions between adsorbed oxygen
atoms.

Surfaces of small particles have small dimensions. Such surfaces of small dimensions
are present on stepped surfaces with short terrace length. With such small dimensions,
no sharply defined critical temperature for phase separation exists and an intermediate
surface state with partial ordering over a wide temperature interval can be formed.

In the previous section we noted that synchronization of reaction events that occur
at different parts of a catalyst is a necessity for an oscillatory time dependence of reac-
tion kinetics. The cooperative phenomenon called self organization can then take place.
When particles become so small that only one catalytic cycle takes place per particle,
synchronization is lost and no such self organization can occur.

A precondition for oscillatory behavior is the bistability of different surface phases.
Under stationary conditions on Pd, the oxidation of CO to CO2 can give rise to hysteresis
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Figure 8.10. Particle size-dependent bistability and hysteresis. (A and D). On model system 1 (500 nm

paricles), the CO oxidation shows a perfectly stable bistability behavior. On the time scale accessible
by the experiment (>103 sec), one can arbitrarely switch between the two states by pulsing either pure

CO or O2 . (B and E) For the model system II (6 nm particles), a very slow transition toward a single
global state is observed in the transition region between the CO- and O2-rich reaction regimes. This is

accelerated by the presence of defect sites. (C and F). For the smallest particles of the model system III
(1.8 nm), globally monostable kinetics are rapidly established under all conditions [for all experiments,

the total flux of CO and O2 beams at the sample position was equivalent to a local pressure of 10−4 Pa;
surface temperature in (A) to (C), 400 K; (D) to (E), 415 K; the continuous curves in (A) to (C) are only

a guide to the eye[18].

phenomena depending upon the O2/CO ratio in the system. The two phases are a CO
rich overlayer phase and alternatively an oxygen-rich overlayer phase. On large particles
the dependence of rate on increasing O2/CO ratio is different from the dependence found
when one starts with a high O2/CO ratio and then this ratio is decreased. This behavior
has been studied as a function of Pd particle size by Johánek et al.[18]. As shown in Fig.
8.10, the hysteresis loop appears when the particle size exceeds 6 nm. When the particle
size decreases there is a smaller number of surface atoms and, as a result, the surface
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phase composition now shows large concentration fluctuations that are non-synchronized.
Phase separation is now suppressed.

The phenomenon of altered cooperative kinetic behavior as a function of surface di-
mension may be quite general. It will apply to those situations where surface overlayer
island formation occurs with different kinetics than predicted within mean field kinetic
expressions, in which ideal mixing of the surface overlayer is assumed. For instance, the
electrochemical butterfly-type current–voltage diagram measured for sulfate adsorption
(Chapter 3, Section 3.10.4), is significantly changed when a surface is taken with short
terraces. The order–disorder transition on the extended terraces is responsible for the
butterfly pattern. On shorter terraces, the well-defined features are no longer present and
the sharp order–disorder transition no longer occurs.

8.6 Immunoresponse and Evolutionary Catalysis

The aim of theoretical catalysis is to predict catalytic reactivity for an arbitrary system
and, hence, to direct the synthetic chemist to the exploration of new materials. A com-
pletely different approach, with important modeling consequences, would be possible if
systems could be developed that not only self repair during the catalytic reaction, but
also would change or adapt as a function of the product formed. The ideal catalyst would
form itself from catalyst building components in a reaction mixture in response to desired
products. To analyze the conditions for the chemodesign of such systems is one of the
great challenges of modern catalysis. We refer further to this topic in Chapter 9.

Natural systems that are able to adapt to a desired product are the antibodies in bio-
chemical systems. Their modular composition makes combinations in many different con-
figurations possible. For instance, the macromolecular biological immunoglobulin system
contains a great variety of compounds that vary in shape and size that can be organized
to recognize a reagent by combinatorial association. More than 108 different antibodies
can be formed.

Figure 8.11a. The shape of immunoglobulin G. Adapted from C. Branden and J. Tooze[19].

Antibodies are synthesized by cells as a cellular response to a foreign molecule (anti-
gen). Antibodies are made specific for that antigen and reproduced by triggering cell
division. The bio-immunoresponse reaction has been used to produce catalytically active
immunoglobulin catalyst molecules by the use of antigen molecules with a shape and
charge distribution close to those of the transition state of a desired reaction. Cells of
the immune system produce a pool of antibodies by genetic recombination. Antibodies
discriminate themselves by their unique combination of amino acids. They form large
folded polypeptides that bind virtually any natural or synthetic molecule. In the genetic
recombination process the genes encoding each antibody are spliced and recombined from
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Figure 8.11b. The Fa and Fab domains of immunoglobuline. Adapted from C. Branden and J.Tooze[19].

Figure 8.11c. Binding of phosphorylcholine to an antibody-combining site. Adapted from E.A. Padlan

et al.[20b].

a battery of gene segments, which enable an organism to produce a multitude of different
antibody molecules.

As generally described by L. Stryer [20a] and more specifically by Padlan et al.[20b],
immunoglobulin has the shape of the letter Y (Fig. 8.11a). The antigen combines with
the two Fab units, that have so-called segmental flexibility which enhances the formation
of antibody–antigen complexes. Figure 8.11b shows the immunoglobulin domains Fa and
Fab that consist of two sheets of antiparallel β strands. The sheets are bridged by a
disulfide bond. The variable Fab units contain two additional β strands. Three key loops
compose the complementary-determining regions (CDR) that form part of the antigen
binding site. The detailed structure of the binding of phophorylcholine to an antibody-
combining site is shown in Fig. 8.11c.
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Figure 8.12. Picture of transition states, antigen with transition state analogous to transition states for
the hydrolysis of carbonates and esters and Diels–Alder reaction. Adapted from R.A. Lerner et al.[25].

The structure of the antigen–antibody binding site shows a highly structure-dependent
interaction that is dominated by hydrogen bonds and van der Waals and electrostatic
interactions.

In response to a specific antigen, a particular antibody molecule is selected and am-
plified through the cellular system. Jencks[21] suggested that antibodies could be used
as catalysts by selective stabilization of rate-determining transition states on a reaction
pathway. Lerner et al.[22] showed that catalytic antibodies can be converted into selec-
tive catalysts induced by antigens with the shapes of transition states of a desired organic
conversion reaction. They used amongst others tetrahedral, negatively charged phosphate
and phosphonate transition-state analogues of the transition states for the hydrolysis of
carbonates and esters. Many catalytic antibodies have been generated for a wide range
of catalytic reactions.

An alternative biological approach is the use of evolutionary adaptation. An evolution-
ary biological implementation of the combinatorial adaptational approach towards the
generation of improved and novel enzymes has been developed by Reetz and Jaeger[23]

and Arnold[24]. Bacteria are used to produce catalytic proteins encoded by evolution of
mutated genes. Mutations are introduced by the biochemical polymer chain reaction or
other random mutagenesis methods. Recombinative techniques such as DNA shuffling are
also used. Gene evolution is then carried out by selection or screening to identify a large
library of potential genes, that will produce the desired biocatalyst. This directed evolu-
tion approach, for example, has been used to develop bacterial lipases with significantly
enhanced enantioselectivity. In this approach to catalysis, no mechanistic information
on the catalytic reaction is used to optimize the system. The desired catalyst is found
by feedback of the information obtained by screening into the selection of the bacteria
possessing the desired gene sequences.

These two approaches illustrate the impressive state of biomolecular catalysis, which



354 Chapter 8

has successfully developed approaches to direct a catalytic system towards optimum per-
formance for a particular reaction. Molecular recognition (as in the immunosystem) and
evolutionary adaptation by combinatorial self learning techniques are important principles
that can be used in the design of an adaptive catalytic system. Once a preferred system
has been generated, a mechanism should be in place for its amplification. In biological
systems the cellular reproductive system serves this purpose.

Catalytic modeling can be used to assist identification of the proper testing molecule
for the evolution of the desired catalytic system. An important goal in modeling efforts
is the prediction of the shape of the transition state of a particular desired reaction step.
We discussed this in some detail in previous chapters. In some instances the optimum
shape of a transition state is dominated by the reaction complex itself, rather than by
the interaction of the substrate with the catalyst. This happens to be the case for zeolite
and enzyme systems. In contrast, for transition-metal catalysts the interaction between
the substrate and the catalyst dominates the shape of the transition state.

Modeling of catalytic systems requires the ability to differentiate between changes in
surface structure and surface composition as well as three-dimensional structural aspects.
As we have already discussed dynamic Monte Carlo simulation and ab initio quantum
mechanical methods can be used to model adsorbate surface interactions and changes in
surface structure and composition. Molecular mechanism and structured Monte Carlo sim-
ulation methods can be used to model three-dimensional aspects such as shape selectivity.
Taken together, these methods can be used to model catalytic performance for a host of
materials including metals, zeolites, metal oxides and metal sulfides. This was discussed in
Chapters 3–5. These methods allow one to predict the overall rate of a catalytic reaction
as a function of catalyst composition and structure. Recent genetic algorithms or related
combinatorial evolutionary techniques can be used in conjunction with “predictive simu-
lation methods” in order to modify the catalytic model system, computationally test the
system for catalytic performance and begin to “design” more active material structures
and compositions. This approach will be discussed in the Section 8.8 on Evolutionary
Computation Methods.

Inorganic systems are much less sophisticated than the immunoresponse system, but
similar in that, in principle, information on the transition state through the correct choice
of template can be incorporated into the catalytic system such as in the case of zeolite
synthesis. The mechanism of the zeolite synthesis reaction, discussed in the next, section
has combinatorial evolutionary characteristics.

In Chapter 9, we summarize the current understanding of the origin of living cell sys-
tem early in the evolution of life as an orientation on the question of, whether an artificial
cell-type reaction that self assembles can be designed to optimize the rate and selectivity
of catalytic reactions by an adaptive evolutionary process.

8.7 Inorganic Self Assembly Processes; Zeolite Synthesis

8.7.1 General Aspects

In zeolite synthesis, silicate and aluminate ions are reacted with base under hydrothermal
conditions. Basic components such as inorganic alkali or alkaline earth metal cations can
also be used in the synthesis, in addition to organic cations. The organic cations can act
as a structure-directing template.

The Al/Si ratio of the zeolite framework and the structure of zeolite are quite sensitive
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to the base cation used in the synthesis. The use of organic templates tends to decrease
the Al/Si ratio in the zeolite. Their bulkiness restricts the number of cationic template
molecules adsorbed per unit micropore surface area and, hence, the compensating negative
charge density on the micropore zeolite wall that relates to the Al/Si ratio of the zeolite
framework.

The interaction between template and zeolite lattice also controls to a significant extent
the shape of the zeolite micropores and, hence, the zeolite structure. Similarly, to catalyst
design of antibodies in response to a templating antigen, one can select the organic base
template as an analogue of a transition state or key intermediate in the reaction sought to
be catalyzed by the zeolite. In this way, the size and shape of the micropore that forms are
selected to maximize interaction with the desired reaction intermediate. This will bias the
reaction channels that pass through such intermediates. In zeolite formation a particular
aluminosilicate cluster organizes around the template.

The zeolite synthesis solution provides a multitude of small oligomeric molecules that
can display very different interactions with a selected template molecule. A specific com-
plex with template molecule will have unique stability. Because of the equilibria between
the oligomeric units, crystallization will consume all molecules from the mother liquid to
form this particular complex through the recombination of particular oligomers formed.

Hence zeolite synthesis shares some of the same combinatorial self organization and self
learning aspects as seen in the antibody system. During zeolite crystallization template
molecules are incorporated in unique positions. Molecular mechanics techniques have been
developed[26] that allow the prediction of optimum template zeolite interaction useful to
select template molecules to synthesize preselected zeolite structures.

An interesting advance in the synthesis of reactant-directed solid-state catalysts that
are not zeolitic is catalyst design of an alkene epoxidation catalyst[27]. They showed self

assembly of a catalytic polyanion cluster α-
[
(CoII)PW11O39

]5−
during catalysis from

components Co2+, H2PO−
4 , WO4

2− and protons. The components themselves are not cat-
alytically reactive. The catalytic activity increases with time until it saturates. Most likely
the formation of the catalytically active cluster is catalyzed by the oxidized complex itself
and we will deal with an example of autocatalysis.

8.7.2 Mechanism of Zeolite Synthesis

Zeolite synthesis occurs at temperatures between 100 and 200◦C in a basic medium under
hydrothermal conditions. Usually high concentrations of silica and alumina sources are
used and synthesis occurs from a state where initially a gel is formed. Upon heating, sili-
cate and aluminate species dissolve from the gel and chemistry relevant to crystallization
occurs in the solvent phase. Nucleation itself is assisted by nucleation sites offered by the
gel material.

The most detailed picture of zeolite synthesis available to us is for siliceous silicalite.
We will discuss this here in an attempt to illustrate molecular recognition of template,
evolutionary recombination of reaction intermediate oligomers and self replication. De-
tailed information became possible once homogeneous conditions for zeolite formation in
silicate synthesis were found in the absence of gel formation. For a concise and excellent
review on general mechanistic aspects of zeolite synthesis we refer to Cundy an Cox[37].

A basic silicate solution consists of a mixture of many different monomers, illustrated
in Fig. 8.13. Monomers, dimers, trimers and higher oligomers are formed, in ratios that
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Figure 8.13. Silicate oligomers as identified in waterglass solution. Neutral oligomers are shown.

Figure 8.14. The oligomers formed in the presence of tetrapropylammonium cation[28].

vary with the concentration of the basic cation and the reaction conditions. When organic
cations are present, the interaction of the hydrophobic molecule with silicate oligomer can
become fairly strong, especially when the oligomer dimensions and template size become
comparable. The tetrapropyl cation is the preferred cation in silicalite synthesis. The
tetrapropyl cation is shown schematically attached to various silicate oligomers in Fig.
8.14. A special cluster appears to be the Si33 cluster shown in Fig. 8.15.

The clusters in Figs. 8.14 and 8.15 have been assembled from oligomers as shown in Fig.
8.13, by a process which is driven by the specific stabilizing interaction of the tetrapropy-
lammonium cation and silicate cluster. The Si33 cluster apparently has an optimum inter-
action between the tetrapropyl ion and the silicalite cage. It is the result of self assembly
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Figure 8.15. The Si33-tetrapropylammonium precursor complex.

by a molecular recognition process between silicate oligomers and tetrapropylammonium
cation. The equilibria that exist between the different solution oligomers shift towards the
Si33 cluster. Formation of this intermediate already occurs under relatively mild reaction
conditions. Its formation process can be considered evolutionary, in the sense that inter-
action between template and silicate oligomers selects the desired oligomers and rejects
those that do not give the preferred interaction. Under zeolite synthesis conditions the
Si33 precursor molecules, formed around the tetrapropylammonium ion, dimerize and con-
dense into partially organized precursor species that can be considered as the nanoblocks
shown in Fig. 8.16.

Interestingly, the local environments of the tetrapropylammonium ion in the Si33 pre-
cursor and of tetrapropy ammonium in silicalite are slightly different. The Si33 environ-
ment resembles that of a channel, whereas the tetrapropylammonium ion occupies a chan-
nel cross-section in silicalite. The need to reorient the tetrapropylammonium ions when
the zeolite crystal is formed may necessitate the intermediate formation of nanoslabs. The
dimensions of these nanoslabs depend on the reaction conditions. Their size is typically
4 x 4 x 1.3 nm or 4 x 2 x 1.3 nm. The number of 33 cluster rows varies in this example
by a factor 2.

In situ X-ray scattering studies have convincingly shown (Fig. 8.17) that only when
nanoblocks reach a significant concentration does zeolite crystallization occur. Zeolite
crystallization, hence, does not occur directly from the monomer, but its complex unit
cell structure requires formation through stages. Initially a specific precursor molecule is
to be formed. In the case of silicalite, this is the Si33 cluster. In a second stage, the pre-
cursor molecule self assembles into nanoblocks of approximately the unit cell dimension of
the silicate, developing its key geometric motif. The size of the nanoblocks is controlled by
colloid-chemical properties. It depends on the double potential of the negatively charged
silicate clusters with counteracting adsorbed and dissolved cations[31]. A higher temper-
ature is needed to overcome the double potential barrier so that the nanoblocks can
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Figure 8.16. Proposed schematic structures for the silicalite MFI-type zeosil nanoslabs. The Si33 precur-
sor can self assemble to form discrete and organic–inorganic hybrid nanoslabs with dimensions depending

on synthesis conditions[29].

Figure 8.17. Time-dependent scattering curves of silicate formation in the homogeneous phase, followed

by small angle and wide angle scattering[30].

crystallize.
The type of precursor molecule formed depends on the templating molecule. This key

step is described as a molecular recognition event. When the templating molecule is chosen
to resemble a key intermediate of a reaction that the zeolite should selectively catalyze,
a zeolite structure crystallizes that contains cavities with optimum fit for that reaction
intermediate.

8.8 Evolutionary Computational Methods

In this section, we will begin with a short exposition of different evolutionary computa-
tional approaches. Then we will apply one of these methods to the design an alloy catalyst
with optimal performance for a particular dissociation reaction. The performance of the
catalyst is theoretically tested using the dynamic Monte Carlo method to predict the
kinetics for a surface reaction.
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Evolutionarycomputation (EC) is a term used to denote a group of methods from
computer science that mimic natural evolution [32,33]. These methods are mainly used in
optimization problems. All EC methods have some common properties. They usually work
with a set of objects that represent the object that one wants to optimize (parameters,
a structure, or a process). The set of objects is called a population and the objects are
individuals. An individual is represented in some coded form. The encoding is often the
genotype and the object itself the phenotype. Working with a (large) number of objects
at the same time helps in obtaining a global instead of a local optimum.

EC improves a population by three genetic operations: selection, mutation, and cross-
over. Selection does what its name implies. It picks out those individuals that are allowed
to reproduce and to make a new population. Other individuals are discarded. Reproduc-
tion proceeds via the combination of two individuals by a crossover. Parts of the genetic
materials of the individuals are chosen and put together to form one or two new individ-
uals. The idea is that the good parts of the genetic material of different individuals can
be combined in this way. Finally, the genetic materials can be more or less arbitrarily
changed. This is called mutation and it is used to prevent premature convergence to a
local optimum. The advantages of EC methods are that they provide more of a global
optimization rather than a local optimization. In addition, they can also be used to op-
timize non-numerical objects. They are also very good at scanning large search spaces.
This means that they can be employed to optimize objects with many components. They
are also able to handle so-called NP-complete problems (NP stands for non-polynomial).
These are problems that scale faster than a power of the size of the problem. An example
of such a problem would be the optimization of the structure of a bimetallic catalyst.
Each atom can be either one of two metals. With N atoms in the unit cell this give 2N

possible structures, so the problem scales exponentially with the size of the unit cell.

Figure 8.18. Example of a string of bits representing the composition of a bimetallic catalyst on the

left. The standard crossover and mutation of genetic algorithms is shown on the right.

A drawback of all EC methods is that they can be computationally intensive. Impor-
tant are the differences between different EC methods. The EC method that has been
used most in chemistry and chemical engineering is genetic algorithms (GA). There are
other methods, however, that can be much more efficient. The most important difference
between the EC methods is the way in which an object is encoded. GA uses a string
of bits. Figure 8.18 shows how this can be used to encode the composition of an alloy.
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The figure also shows how crossover and mutation can be done with such an encoding.
Theoretical work on GA has shown that the method will find global optima and why it
is capable of searching in a very large search space. Computer experiments have shown
that an encoding and genetic operators that reflect properties of the objects that are to
be optimized can lead to much faster convergence. In genetic programming, the encoding
can use data structures (usually trees or graphs) that can adapt themselves. The idea is
that an encoding evolves that is best adapted to the object to be optimized.

Another difference between EC methods is the order in which the genetic operators
are applied. Figure 8.19 shows the two main variants. In GA there is first a selection. The
number of individuals is then increased, by taking the best individuals more than once
so that the same number of individuals is obtained as in a full population. Finally, a new
population is constructed by crossover and mutation.

In evolution strategies, a method that is well suited for parameter optimization, cross-
over and mutation is used first to generate a large number of offspring. Selection is then
used to reduce the offspring to a new population. The selection can include the old
population or not, and there are many different methods to make the selection.

Figure 8.19. Ordering of the genetic operators as in genetic algorithms (left) and in evolution strategies
(right).

The selection process is the place where the optimization in EC methods really takes
place. This is where methods such as dynamic or kinetic Monte Carlo (DMC) simulations
become important. They are used to compute the properties of a system or process. These
properties are then converted to a fitness value. This fitness value is for satisfaction of
a particular requirement of performance which is then operated on by the EC methods.
The conversion is different for each system and property and also determines how effective
the selection is. Dynamic Monte Carlo simulation, as we have already discussed, is a
method to simulate elementary processes along with the actual rate. The method uses
each individual reaction as an elementary event, which means that time scales comparable
to actual experiments can be simulated. The reaction rate constants that it needs as input
can be calculated using quantum chemical methods such as density functional theory,
which results in what has been termed ab initio kinetics (see Chapter 3.10.4).
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The application of such methods to the modeling of overall kinetics has been described
in detail in Chapter 3. EC and DFT can be combined to investigate the effect of replacing
atoms or chemical groups by others. The simplest application would be to have the EC
determine only the composition. This might be done with a straightforward GA. The
coding can be done more or less as shown in Fig. 8.18.

The genotype consists of a number of parts each of which correspond to an atom (or
molecule). In principle, standard crossover and mutation can then be used; e.g., this has
been the procedure followed by the group of Nørskov to find new super-strong alloys [34].
Computer experiments have shown that adapting crossover and mutation to the problem
can speed up that optimization. The combination EC plus DMC can also be used to carry
out structural optimizations.

We will illustrate here the generation of an optimum alloy surface configuration for the
reaction of 2A + 2B → 2AB[35].

There is a bimetallic surface with two types of sites. As will adsorb on only one type
(α), and Bs only on the other type (β). The specific application of such a system might
be CO oxidation, where A refers to CO and B2 refers to O2. The adsorption of Bs is a
dissociative one. The reactions in the model therefore are the following.

A(gas) + α −→ A(ads)

B2(gas) + 2β −→ 2B(ads)

and

A(ads) + B(ads) −→ AB(gas) + α + β

or if we only look at how the site occupation changes:

α −→ A

2β −→ 2B

and

A + B −→ α + β

Here α and β are both vacant sites, but of different type. A and B in the last reaction
should be nearest neighbors. The rate constants of the adsorption of A, B and the surface
reaction are W

(A)
ads , W

(B)
ads and Wrx, respectively. We consider the case here where the

adsorbate does not diffuse. For W
(A)
ads /Wrx = 0.2 and W

(B)
ads /Wrx = 1 the optimal structure

was determined using a genetic algorithm. The structure of the surface was coded as a
string of bits (0s and 1s) as follows. A 0 represented an α site, a 1 a β site. A string
represented all sites in a unit cell. The size and shape of the unit cell was fixed for each
optimization run with the genetic algorithm. Runs were done for square unit cells with 2
x 2 to 8 x 8 adsorption sites. The structure of the whole surface was obtained by periodic
repetition of the unit cell. Figure 8.18 shows how we got from the string of bits to the
structure cell. The string of length 25 represents a 5 x 5 unit cell. The 25 bits are first
split into five groups of five. These groups are put into a square, and each bit is replaced
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Figure 8.20. The optimum topology of AB alloy for catalysis reaction

2A + 2B → 2AB[35].

Figure 8.21. Representation of Pt–Au(100) alloy surface optimum for selective decomposition of NO in

presence of excess oxygen[36].

by its adsorption site. This gives us the unit cell, which is repeated periodically to obtain
the whole surface.

A typical optimization run used 64 strings per generation and had 50 generations. New
generations were obtained from old ones by the usual selection, crossover and mutation.
Typical crossover probabilities were 0.02 per bit. The rate of AB formation was used to
make the selection, but it was scaled linearly so that the best string in a generation had
a probability of being selected that was 3.5 times the probability for an average string.
Selection was done using remainder stochastic sampling. The resulting optimum structure
is shown in Fig. 8.20

One third of the sites are β sites and two-thirds are α sites. All β sites occur in
pairs. (Isolated β sites are not found, because B2 needs at least two neighboring sites
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for adsorption). Half of the α sites have one β neighbor and the other half have two β
neighbors in both structures. The paired β sites now have an optimum contact with α
sites.

Interestingly, detailed dynamic Monte Carlo studies of realistic systems indeed indicate
the relevance of such detailed type of surface topologies. Kieken et al.[36]. studied the
decomposition of NO to N2 in excess O2 over Pt/Au alloys. They deduced that an alloy
which is comprised of a Pt ensemble assembled into a “+” structure surrounded by Au
atoms as is shown in Fig. 8.21 is more active. The cluster ensemble of Pt atoms is made
up of bridging Pt sites that will adsorb NO but help prevent O2 dissociations. The bridge
sites share metal atoms, which makes it very unfavorable for it to accommodate the two
strongly bound O atoms that would result. O2, therefore, is difficult to dissociate since
two oxygen atoms cannot be accommodated. NO dissociation is also hindered. However,
two NO molecules can adsorb and recombine in an associative reaction to give N2O and
adsorbed oxygen. N2O can readily decompose in a consecutive reaction step to give N2

and adsorbed oxygen. The latter atoms will recombine to give molecular oxygen by surface
diffusion. By patterning the surface we can help the surface to separate the product species
which can poison active sites.

8.9 Summary

The complexity of the catalytic event has been analyzed in this chapter in great detail.
First elementary reaction steps at an isolated reaction center have been considered

and then the increasing complexity of the catalytic system when several reaction centers
operate in parallel and communicate. This situation is common in heterogeneous catalysis.
On the isolated reaction center, the key step is the self repair of the weakened or disrupted
bonds of the catalyst once the catalytic cycle has been concluded. Catalytic systems
which are comprised of autocatalytic elementary reaction steps and communication paths
between different reaction centers, mediated through either mass or heat transfer, may
show self-organizing features that result in oscillatory kinetics and spatial organization.
Theory as well as experiment show that such self-organizing phenomena depend sensitively
on the size of the catalytic system. When the system is too small, collective behavior is
shut down.

Complexity features of catalytic phenomena have obtained a firm basis. All the ingre-
dients to predict catalytic reactivity as a function of catalyst composition and structure
are available. A strategy to optimize the catalyst reactivity is in place.

The outline of an adaptive approach has been given based on evolutionary combina-
torial principles. The theoretical combinatorial approach at the end of the chapter is
introduced with a summary of the biological immunoresponse system. This is of great
interest because it exemplifies evolutionary dynamics of an adaptive system consisting of
many components, that can self assemble a catalytic system optimized for the catalytic
reaction of choice. Since the mechanism of zeolite synthesis can be viewed as being mech-
anistically related, this topic is discussed here. Molecular recognition and self assembly
of different catalyst precursor aggregates directed by template molecules are present in
such a system, but the amplification shown by the immunoresponse system is lacking.

Evolutionary adaptation has been used experimentally in biological systems to optimize
enzyme performance. The use of combinatorial self learning computational approaches has
been illustrated for the optimization of the composition of alloy catalysts by simulating
catalytic performance using the dynamic Monte Carlo approaches.
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CHAPTER 9
Heterogeneous Catalysis and the Origin of Life, Biomineralization

9.1 General Introduction

The ultimate goal in catalysis science is the a priori design of a catalyst that selectively
produces a desired product from a specific set of reactants at a high rate. We have argued
that such a design requires, in addition to insights into material properties, which are
not the primary focus of this book, especially insights on the molecular level of the
elementary reaction steps that support the catalytic reaction cycle. We have learned in
earlier chapters that predictive design requires knowledge of the pretransition state along
with the transition state of the intermediates that participate in the reaction cycle. This
requires the prediction of the catalyst surface or topology of the catalytic complex under
reaction conditions also. The interaction between reactants and catalyst should be at an
optimum. The interaction needs to be strong enough for reaction to proceed. On the
other hand, to prevent catalyst poisoning, the rate of product desorption should be in
balance with that of adsorption. Particular attention must also be paid to non-selective or
non-desired side reactions that deactivate the catalyst system. The actual catalyst phase
that is present as the catalytically active state during catalysis is often only formed in
situ during the catalytic reaction.

We learned in the previous chapter that in biological systems the immune system
can generate catalytic activity for a desired reaction by triggering a selected process of
cell replication through a process of self recognition and amplification. Many options
for pretransition-state structure recognition are created by the combinatorial possibilities
of the genetic system. We have also noted that zeolite synthesis, representative of an
important class of heterogeneous catalytic materials, is a self assembly process in which
aluminosilicate building blocks are formed by a template recognition process. Based on the
principle of molecular recognition, both inorganic and organic self -assembled supramolec-
ular systems[1] have been designed that have found application as sensors or separation
agents. A conceptual approach to design a catalyst based on supramolecular ideas is
illustrated in Fig. 9.1.

Figure 9.1. Catalysis proceeding through supramolecular assembly (schematic).

Molecular Heterogeneous Catalysis. Rutger Anthony van Santen and Matthew Neurock
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In this scheme, catalysis occurs through two molecular recognition steps. One reactant
is trapped by a molecular catalytic component which resides in solution and the other
reactant is trapped by an immobilized component of the catalyst. The reaction between
the two reagents occurs in a self assembled system of the two components, kept together
by supramolecular interactions such as hydrogen bonds and van der Waals interactions.
The complex decomposes, releasing the product after reaction. Since three molecular
recognition events take place, this reaction scheme should be highly selective.

The ultimate catalyst synthesis process is a self organization process in which the cat-
alyst system organizes in situ from catalyst components. Such a process is more complex
than proposed in Fig. 9.1, which is designed for a specific reaction with specified reactants.
Here we aim at a process analogous to that for zeolite synthesis. In the solution phase
there are many different oligomers that are able to form well-defined molecular clusters
with a particular template. Different templates give rise to different clusters. The ulti-
mate self organizing catalytic system forms different catalyst assemblies depending on the
reactant used. In the process in Fig. 9.1, this means that catalyst components A and B
self assemble differently depending on the catalytic reagents. This implies that in addition
to molecular recognition, self assembly must also occur. To mimic the biological system,
the self assembled catalyst should be able to replicate. In its more elementary form an
autocatalytic reaction cycle should follow in which the self assembled system reproduces
itself. More generally, this would require a reproductive and self organizing type of reac-
tion system. If as a template for self assembly a molecule is used that is analogous to the
reaction transition state, the system should not only self assemble around a template, but
should also be able to replicate the template. As discussed in the previous chapter, in the
biological combinatorial evolutionary immuno system reaction such a process is actually
realized.

The design of catalytic self–organizing cell type systems can be helped by the answers
found for the evolutionary origin of metabolic cellular living systems. We will review here
our current understanding of the origin of protocellular systems, with a focus on the
chemical and physical aspects that relate to catalysis. Such theories imply the evolution
of life-like cellular systems from lifeless chemosystems. In the first five sections of this
chapter, we will review theories on the generation of protocellular systems. As a follow-
up in later sections we will introduce the application of biomineralization towards the
synthesis of mesoporous siliceous systems with a variety of cellular structures related to the
siliceous skeleton of diatoms. Biomineralization of catalytic systems is essential chemistry
to convert preorganized catalyst precursor assemblies into robust, solid, heterogeneous
catalysts.

The history on the theories of the origin of life is extensive. A major advance early in
the last century was Pasteur’s demonstration that no life originates spontaneously from
lifeless materials. In the same period, Wöhler synthesized urea from inorganic compo-
nents, which can be considered the start of organic chemistry. Urea is a molecule that
only occurs in living systems. Its synthesis implies that molecules of living systems can
be created from the lifeless world. Synthesis from inorganic components of a cell type
system mimicking biological cells is a great challenge and would have not only important
technological consequences, but would also alter Pasteur’s paradigm. The succesful syn-
thesis of a cellular “living” system would imply that lifeless material can be designed to
behave life like. The acceptance that processes exist that spontaneously generate repli-
cating, protocellular systems increases the probability of some kind of life on a planet in
another solar system. Several theories and also experiments indicate that the generation
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of life-like systems from lifeless material should be possible.
First, there are the physical models of self organization and reproduction, originating

from irreversible thermodynamics as proposed by Prigogine[2]. He discovered the rules for
the generation of stable[1] self organized systems cyclic in time and patterned in space far
out of equilibrium. A precondition[2] for the stability of such states is mass and energy
flow through the system.

Then there are the theories of complex adaptable systems heralded especially by
Kauffmann[3], that propose that reproductive living cellular systems can be generated
once autocatalytic systems have exceeded a particular limit of complexity. These theories
refer to reproducing systems, without the need for a template system that act as a code
to be replicated for reproduction. The above theories consider self organization and re-
production to be a consequence of complexity. The properties of active media discussed
in the previous chapter are related. It has been discussed there that under particular,
unique conditions self reproduction and self organization features emerge. In order for
a living system to reproduce and convert matter and energy, von Neumann[4] (see also
Chapter 8, page 348) proposed the necessity for an algorithmic program that instructs
cell operation, as well as the need for hardware in order to execute the program. A repro-
ducing system has to replicate both the instructing code and the hardware. As instructing
code we recognize in the biological system the DNA genetic code that replicates in cell
multiplication. The hardware of the cell is the proteins that act as the enzymes and thus
determine which chemical reaction in a cell is executed.

In addition to the physical theories, there are also several chemical approaches. Here
one can broadly distinguish two ways of thinking, that are not only basic to the chem-
istry one proposes, but also to the physical models one intends to explore. The so-called
RNA world view proposes that life has coincided with the origin of the genetic apparatus.
The genetic apparatus is the DNA template that controls cell architecture. Eigen and
Schuster[5] and also Kuhn and Försterling[6] have developed evolutionary models based
on these premises. The alternative view is the Oparin[7] view, which proposes that the
origin of first cellular systems coincided with the development of reproducing, self or-
ganized metabolic systems, that convert feed molecules to cellular material and waste.
Such systems would be applicable as catalytic systems, when feed molecules are also
converted into a particular product. This view is also consistent with the models pro-
posed by Prigogine and Kauffmann. Reproduction takes place by cell multiplication. In
life, reproduction is a necessity because no living system has an infinite existence. We
know this well from material science, because materials tend to age and disintegrate with
time. This provides a natural reason for the existence of reproduction and, hence, of
evolution[8]. Since reproduction is never faultless, some systems will start to reproduce
faster than others, depending on system conditions. A process that aims to develop self
assembled catalytic systems that are able to adapt to different reaction requirements can
also exploit evolutionary development by enabling different growth rates for particular
mutants. As long as the concentrations in the cell system are homogeneously distributed,
there is no need for genetic instruction. Genetic reproduction becomes necessary once
cellular organization has reached a level of organizational complexity such that it cannot
be reproduced directly by cell multiplication.

Evolution within the RNA world stems from copying errors of DNA, that are created
upon the reproduction of different systems. Several options have been proposed to prevent
the so-called error catastrophe that might occur. The error catastrophe is due to the
accumulation of errors that gives a progressive deterioration of the system until it is
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totally disorganized. To resolve this, Eigen proposed the existence of hypercycles. These
are part of a metabolic system coupled to the replicative system that initially exists as
quasi-species of the RNA type. The quasi-species undergo a Darwinian process of selection.
In a hypercycle several such quasi–species chemically associate with protein enzymes. As
Dyson[9] describes, the enzymes associated with one species are supposed to assist the
replication of a second quasi-species, and vice versa. The linked populations then become
locked into a stable equilibrium. There appear to be additional catastrophes so that the
system may yet collapse. Short circuits may occur minimizing the cycle, or a single RNA
may multiply too efficiently and become a parasite, choking the rest of the population to
death. There is also the possibility of statistical collapse, when one of the components of
a cycle disappears. There appears to be a narrow range of oligomer population size for
which the hypercycle acquires an ample, but finite, lifetime.

We will focus on the chemical proposals here in addition to computational models
for evolutionary formation of metabolic cellular systems that do not yet have a genetic
apparatus. Because of its very general nature, however, we will summarize first an im-
portant model of Kuhn on the evolutionary development of the genetic apparatus. We
have selected this more generally applicable model because it highlights some key chem-
ical principles for evolutionary reproduction. According to Kuhn, design principles for
fabricating supramolecular systems are:

– Lock and key molecular recognition related concepts.
– Programmed environment change concept.

Supramolecular systems are aggregates held together by weak chemical interactions such
as hydrogen bonds or van der Waals interactions. We recognize them in cellular systems as
the aggregates formed by macromolecules. Supramolecular systems are also fundamental
to self assembly and molecular recognition systems as we discussed above. The lock and
key concept, and variations on it as we discussed in this book, are the basis of molecular
recognition and catalytic selectivity. The need for a programmed environment refers to
identifying the conditions that lead to the evolution of life-like systems at the end of a
long sequence of consecutive steps.

For the formation of macromolecular chains from a limited number of monomers, Kuhn
proposed the following aspects as important for the environment of the developing system,
aspects that we also will recognize in chemical model systems:

- A spatial and temporal structure has to be present in special locations. For instance,
a microporous spatial structure in a rock structure helps by maintaining a high
concentration of molecules, to enable the initial start of a cycle of multiplication of
simple strands of oligomer molecules. Energy-rich building blocks should be available.
Self organization decreases entropy, which is only possible when energy is consumed.

- Microdiversity of the environment serves as an evolutionary gradient. Neighborhood
regions with slightly different structural properties cannot be populated in the be-
ginning but later by casually occurring slightly improved chemical systems.

The evolution of early life according to Kuhn can be summarized as follows. Initially under
prebiotic conditions, the building blocks amino acids, nucleotides and lipids were formed.
An autocatalytic replication mechanism of oligomers is proposed. The above-mentioned
environmental changes lead to supramolecular engineering of simple living cells, through
self-learning, evolutionary, adaptive processes.

Computational methods such as the genetic algorithms discussed in Chapter 8 have
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Figure 9.2. Modeling of proto life: logical requirements, their realization, and barriers to overcome[6]

been developed to simulate such processes. The scheme shown in Fig. 9.2 summarizes
processes identified with such computer simulations. Four stages are distinguished:

(a) Possibility of adaptation. Several different monomers are required to form short
molecular strands that replicate with some error rate.

(b) For sustainable replication, erroneous copies have to be eliminated. Kuhn now makes
the proposal that only favorably folded molecular strands form aggregates. Those
copies that do not aggregate are rejected.

This would agree with the observation that often prior to crystallization of complex (inor-
ganic or organic) systems, precursor species are formed of the order of a few nanometers.
Interesting in this context is the example of zeolite crystallization that we described in
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Chapter 8. We argued earlier that this can be considered a combinatorial process based
on template recognition. Prior to zeolite crystallization aggregates are formed, of the size
of a few nanometers, specific for each zeolite. These intermediate aggregates may serve
the same role as Kuhn’s oligomeric aggregates. They may enhance the formation of these
siliceous oligomers that are the elementary building units from which the crystal is to be
formed.

(c) In order to create an interior separate from the environment, an envelope has to
develop around the aggregates, leading to confinement of the building blocks. Lipo-
somes, that are bounded by membranes, can be considered examples.

(d) In order to minimize error accumulation in a replicating system with increasing com-
plexity, a translation device, that relates membrane development to the replicating
molecules, has to develop, as part of the envelope-forming apparatus. This, according
to Kuhn, is the RNA–DNA machinery. However, as we will see for a homogeneous
system of limited complexity, such a machinery may not be necessarily needed.

Russell et al.[11] and Wächtershäuser[10] have proposed a very important chemical re-
alization of a system close to the Kuhn model. Differently from the Kuhn model, Russell
and Wächtershäuser focus on the generation of a self assembled, reproducing metabolic
cellular system, that does not yet contain a genetic reproducing hereditary system. They
propose that the initial protocell system was inorganic and prebiotic reactions were of
a heterogeneous catalytic nature. The generation of enzymes and organic membranes is
a later system evolutionary step. Both authors proposed that protocellular life emerged
initially at sulfidic submarine springs, in a stage of the evolution of the Earth where
the atmosphere was largely reducing. Typical conditions are an atmosphere of ∼10 bar,
the presence of CO2 and CO, with some CH4 and NH3 and of course water. Energy-
building materials proposed by Wächtershäuser’s scheme are those reagents which drive
pyrite-forming reactions such as:

(n + 1)CO2 + 3nFeS + 3nH2S −→ HO(CH2)nCOOH + 3nFeS2 + (2n − 1)H2O

Alternatively, photochemical reactions may have been important;

4H+ + 2Fe(OH)+ −→hν
2Fe3+ + 2H2O + H2

The hydrogen produced is used to form lipophylic molecules in catalytic chain growth
reactions. Wächtershäuser[12] proposed that chain growth would occur initially through
a so-called archaic reductive citric acid cycle in which SH groups coexist with OH groups
and carbonyl groups coexist with this derivative. The archaic citric acid is autocatalytic
in the succinate intermediate that is formed by the incorporation of four CO2 molecules.
Hydrogen and energy are produced by the ferrosulfide reaction with H2O to give pyrite.

Cairns-Smith and Walker[13] propose reaction networks in which formaldehyde and
glycolaldehyde are key intermediates. The different networks are considered phenotypes,
formed by catalytic contact with clay minerals. Clays are proposed to play a role similar
to DNA in replication. Replicating clays are thought to contain the “genetic information”
(cation composition, distribution, imperfections, etc.) for pre-life metabolic systems.

Membrane growth at sulfide mounds can occur at the interface between iron-deficient,
HS-bearing and thiolate (RS)−-bearing alkaline (pH ∼8) reduced hot spring water and
iron-bearing, mildly oxidized and acidic (pH ∼5) ocean[14]. Traces of tungsten and molyb-
denum may be present. Wächtershäuser also pointed out that initial reactions should have
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occurred as surface reactions on the iron–sulfide surface, since a closed membrane would
not allow for the diffusion of reactant molecules into the quasi-cellular system. Attach-
ment to the surface also concentrates surface reaction intermediates so that long-chain
molecules can be formed in a chain-growth type process. Once lipophilic molecules are
formed they will envelop the pyrite particles. In the process, the sulfide particles may
decompose and actually become incorporated into the lipophilic membrane. This pro-
vides an interesting evolutionary path to the generation of enzymes, from the initially
heterogeneous sulfide system. The membrane molecules may become ligands of the metal
sulfide cationic clusters. This will begin to introduce catalytic selectivity and now peptide
molecules may be formed from reactions with NH3 produced by catalytic reactions with
N2 and H2. Hydrothermal conditions have been identified under which NH3 is produced
from N2

[15].
Initial pre-life reproducing cellular systems emerge as a membrane-bonded vesicle incor-

porating autocatalytic enzyme-type catalysts. There is an ongoing metabolic process that
lead to cell growth and cell multiplication. Evolutionary adaptive systematics leads to cell
growth and cell death, depending on the relative value of different reaction parameters.
Computational models of such processes are discussed in Sections 9.3 and 9.4.

9.2 The Origin of Chirality

There are many speculations on the origin of chirality of biosystems. Most interesting
for the self assembly of reproducing catalytic systems are theories on the amplification of
enantiomeric excess. Frank[16] proposed a general mechanism for spontaneous asymmetric
synthesis. He showed that if the production of living molecules of life is rare and, hence,
slow compared with their rate of multiplication, the whole Earth is likely to be extensively
populated with the progeny of the first event before another appears. A living entity is
defined as one able to reproduce its own kind. Frank showed that a simple and sufficient
life model is a chemical substance which is a catalyst for its own production (hence,
autocatalytic) and an anticatalyst for the production of its optical enantiomers.

Rate events are fluctuations and statistical averaging requires a large number of them.
If the time scale of averaging is long compared with the amplification of the fluctua-
tions, symmetry breaking occurs and one enantiomer dominates. This view is in line with
mathematical analysis[17] which shows that macroscopic behavior derived from collective
dynamics of microscopic components cannot be modeled using spatially continuous den-
sity functions. One needs to take into account the actual individual/discrete character of
the microscopic components of the system.

Bonner[18] concluded that efficient polymerization mechanisms that involve enantiose-
lective enrichment via α-helix or β-sheet secondary structures during polypeptide growth,
are applicable to prebiotic environments. Total spontaneous resolution of racemates dur-
ing crystallization involving secondary asymmetric transformations can also be impor-
tant. The polymerization amplification concept involves the partial polymerization of a
slightly enriched amino acid mixture, followed by an autocatalytic sequence of additional
partial hydrolysis and polymerization steps. These amplification reactions occur because
reactions of one enantiomer with another to form two diastereomeric products occur at
different rates for each diastereomer.

Wynberg[19] suggested that the enantiomeric form of the chiral autocatalytic prod-
ucts might be able to form semi-stable dimer complexes, resulting in enrichment of the
uncomplexed catalytic product. Experimental proof was given[20] that enantiomerically
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enriched alkali metal alkoxides, which can give aggregates in solution with both products
and reactants, can act as chiral catalysts for their own formation from achiral reactants,
yielding a product with enhanced excess enantiomeric selectivity of the same chirality.

Breaking of symmetry has been reported in stirred[21] crystallization. NaClO3 crystal-
lization in an unstirred solution produces a statistically equal number of l- or d-crystals,
but crystallization in a stirred achiral solution can produce 99% crystal enantiomeric ex-
cess. This is due to a secondary nucleation phenomenon. Dendritic or needle-like structures
on the surface of a crystal break off in a stirred solution. The result is an amplification of
the corresponding enantiomeric phase.

9.3 Artificial Catalytic Chemistry

Kauffmann defined a living system as a physical cell able to self reproduce and at least
able to complete a single thermodynamic cycle that executes work. A minimal model of
primitive self maintaining cells named chemoton was defined by Ganti [22]. It is composed
of:

(1) a metabolic system of autocatalytic molecules;
(2) self replicating molecules that inherit genetic information;
(3) a self organizing membrane molecule to enclose the system.

Since the production of a membrane costs energy, a reaction cycle is required that gener-
ates energy and allows its use in the production cycle. External resources are used as an
energy source and as building materials of the protocell and partially converted to waste.
The artificial catalytic cell would be selective in its waste production and produce instead
desired products.

The different reaction cycles often require different conditions. This generates a need
for compartmentalization with communication between compartments.In modern cells,
electrocatalytic processes with the consumption and generation of electrons and protons
and their transport through membranes play an important role in this respect. The system
operates far from equilibrium, where cyclic behavior can be maintained.

Kauffmann demonstrated that chemical reaction networks that exceed a minimum re-
quirement of complexity convert to a state of self reproduction coupled to a production
cycle. With increasing complexity, the system undergoes a phase transition from a dis-
ordered, non-reproducing state to a self-organizing and self-reproducing state. It follows
from the previous paragraph that there is also an upper limit to this complexity, beyond
which a genetic apparatus becomes necessary for reproduction.

Several computational models have been designed to analyze the evolution of self or-
ganization of the first protocell. The supporting growth processes are evolutionary, com-
binatorial process sequences based on a selection principle. In in Chapter 8, we discussed
active media that show under particular conditions self organization or chaotic behavior.
An evolutionary, combinatorial process leads to the formation or selection of a particular
functional material, as a catalyst, by a response reaction with the template. Adaptation
implies that the multiplying system develops altered properties due to a Darwinian se-
lection process. Combinatorial processes make adaptation possible. Once a replication
principle is operational, mutation by errors occurs and self-correction mechanisms also
have to be present. We will summarize these concepts by discussing here the Graded Au-
tocatalysis Replication Domain (GARD) model and Lattice Artificial Chemistry model.
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9.3.1 Graded Autocatalysis Replication Domain Model

An important question is whether a rudimentary genetic memory may emerge based on
statistical rules of mutually interacting catalytic reaction networks. The basic idea of
such a compositional genome is that in a mixture of relatively simple chemicals, the array
of relevant concentrations may be viewed as a vehicle of information storage. According
to Morowitz[23a], memory can also exist without specific macromolecules, but may be
initiated in a chemical network with catalytic loops and reflexive autocatalysis in which
the same catalyst participates in different networks.

In biological systems, memory [the genetic apparatus) and operating system (the cat-
alytic enzymes organized into (auto)catalytic networks], are distinguished. According to
the Oparin model, in very early life these may not have been separated. Morowitz defined
a boundary for molecular assembly to ensure its compositional inheritance (see Fig. 9.3).
If an assembly contains m molecular species and if each is present with an average copy
number 2r per assembly, then the probability that all molecular types are present in the
progeny in at least one copy is given by Pb = (1 - e−r)m. r is to be interpreted as the
number of (autocatalytic) reaction paths that interconnect the different molecular species.
When the number of molecules increases, r scales with a power of m.

The Morowitz boundary is defined as Pb = 0.5. At large values of r, Pb approximates
1 and the system reproduces. One can consider this to be due to the redundancy of the
system, so that upon replication the key autocatalytic cycles are easily transmitted.

The model systems described so far belong to the class of the so-called Replicative–
Homeostatic Early Assemblies (RHEA). The concept of homeostasis and the idea of self
replication stems from Oparin: “..... the stationary drop of a coacervate (particle enclosed
by a membrane), or any other open system, may be preserved as a whole for a certain
time while changing continually in regard to both its composition and the network of
processes taking place within it, always assuming that these changes do not disturb its
dynamic stability”.

The GARD model assumes combinatorial or random chemistry with random emergence
of diverse organic molecules. The transition from random chemistry to self-replicating
entities occurs because of intrinsic statistical factors. A key step is the definition of a
matrix for random catalytic interactions, which may be based on molecular recognition
within random receptor assemblies. The GARD model assumes a finite enclosure (e.g.
an amphiphilic vesicle), containing the catalytic set of members, and absorbing energy-
rich chemical precursors from the external environment. Computational implementation
occurs by numerical solution of differential equations or by Monte Carlo simulations.

In the Lattice Artificial Chemistry model and also in later extensions of the GARD
model, formation of the membrane itself is explicitly included. In GARD every species
Aj may, in principle, catalyze every possible reaction in which another species Ai is
formed/decomposed, with a catalytic probability βij. This β matrix defines the chemical
structure of the (auto)catalytic networks. The role and formation of the amphiphilic
assembly that becomes the enclosing membrane can be incorporated into the catalytic
network by assuming that the same molecules that form the assembly are also responsible
for the mutually catalytic functions. This is a model that contains similarities with the
sulfide protocell systems discussed earlier. The results of numerical simulations based on
extended GARD model versions demonstrated the spontaneous emergence of catalytical
assemblies that tend to lie below the Morowitz boundary.

In the above models, interest was focused on evolutionary system development to
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Figure 9.3. A compositional space diagram illustrating conjectural rough relationships between assem-
bly composition and size in early prebiotic events. Intricacy, the number of different types of molecular

species in an assembly, is plotted against assembly size. Early prebiotic chemistry is assumed to have
generated many millions of different organic molecules in the size range of a few hundred daltons. These

may have formed small assemblies (e.g. micelles) in the 0.1–10 µm range. Such primordial assemblies
might lie in a region of the diagram (upper oval) where intricacy is related to assembly size as dictated

by a multinomial distribution statistics. A hypothetical path is shown (thick arrow) from prebiotic ran-
dom chemistry to more biased, life-like assemblies, capable of transmitting compositional information.

It is proposed that mutual catalysis-based, “metabolisms first scenarios”, provide a likely path for such
assemblies to cross the Morowitz boundary (broken line, representing a probability = 0.5 for successful

division), by selecting subsets of molecules. Below this boundary, those assemblies that grow and split
can propagate their compositional information with some fidelity. This consequent decreased intricacy,

potentially associated with only minor changes of assembly size, means the generation of assemblies with

a relatively small number of types of low molecular weight chemical species (“monomers”), thus paving
the way for informational biopolymers. Only then may intricacy rise again, as the complex attributes

leading to cellular life begin to emerge. Protocells may have been characterized by an augmented size,
and the appearance of structural complexity, with only modest increase of intricacy. This trend is clearly

manifested in present day cells, which may be up to 1 mm in size, contain trillions of molecules, but may
have only a few tens of thousands different kinds of molecular species, including proteins. Adapted from

D. Segré and D. Lancet[23b].

reach homeostasis. This implies replication with continued growth. The latter is ensured
by autocatalytic events. In the two-dimensional Lattice Artificial Chemistry approach
proposed by Ono[24a] and Ikegami[24b], the emergence of protocells is actually followed
by the reproduction of cells. Selective growth occurs of those cells that have the higher
activity of membrane production. Chemicals are represented by particles on reaction sites
arranged at a two-dimensional triangular lattice. Chemical reactions are expressed by the
probabilistic transition between different particle types. There are five types of particles:
A, M, X, Y, and W. A particle A replicates itself by consuming a resource particle X
using it self as template:

X + Atemplate + Acatalyst −→ 2Atemplate + Acatalyst

It can also catalyze the production of membrane particle M by consuming resource particle
X. All particles can decay into waste particles Y, which are recycled into X by an external
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Figure 9.4. Reaction paths. Particle A produce A or M from X. All particles decay into Y. There is a
source which supplies X.

source. The number of particles is, hence, constant. Particles W play the role of water.
Particles A and W are hydrophilic, particle M is amphiphylic and particles X and Y
have neutral interactions. The reaction is represented schematically in Fig. 9.4. As in
conventional lattice Monte Carlo methods, diffusion is expressed by random walks of
particles on the sites. Autocatalytic and membrane particles are assumed to be larger
molecules so that their diffusion coefficients are smaller than those of other particles.

Ono and Ikegami found that the evolution of the system is roughly divided into three
characteristic stages:

1. chemical evolution;
2. emergence of protocells;
3. cellular evolution.

Figure 9.5a. Chemical evolution. The white regions are dominated by particle M. The depth of gray

shade represents the total population of the autocatalysts (
∑

Ai). The black regions are dominated by
particle W. Resource and waste particles are not displayed. Pieces of membranes are produced by the

catalysts which emerged through mutations[24a].

In chemical evolution small pieces of membrane are formed. Once membranes are formed,
there is a restriction in the diffusion of molecules. A difference in concentration or different
sites within the membrane emerges (Fig. 9.5a).

Most regions become inactive, while there remain some active regions in which pro-
tocells help reproduction. The autocatalysts inside them reproduce themselves and me-
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Figure 9.5b. Emergence of protocell structures. As the membranes grow, the competition for resources

between regions separated by membranes takes place. The regions differentiate into two states. In some

regions that are enclosed by membranes, the density of autocatalysts stays high. In the other regions,
their density becomes almost zero[24a].

Figure 9.5c. Reproduction of protocell. Snapshots from 300,000 iterations to 327,000 iterations. The
protocell indicated by the white arrow grows gradually in size. When it becomes too large, another

membrane appears inside it. Finally, it divides the cell into daughter cells. On the other hand, the
cell indicated by the gray arrows could not produce enough membrane particles to keep its membrane.

Catalysts in the cell diffuse away through the defect of the membrane[24a].
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tabolize the membrane particles to maintain their membranes. These assemblies are the
protocells (Fig. 9.5b).

When a protocell grows inside, it starts to produce more membrane particles than it
needs to maintain its membrane. When it reaches a particular size, surplus membrane
particles begin to form another membrane within the cell. This divides the mother cell
into a few daughter cells (Fig. 9.5c). A Darwinian selection principle appears to operate.
Owing to cellular selection the population of catalysts is biased towards higher membrane
production activity.

The model, as presented, can be changed into an artificial catalytic cell by introducing
the selection principle that only particular waste molecules are desirable products and
other cause cell death, by poisoning (membrane) catalytic sites. The cell can, in princi-
ple, be trained to produce the desired molecules as waste. For instance, shape-selective
diffusion can be incorporated for molecules moving through the cell membrane, allowing
desired molecules of particular shape to leave the cell. Cells without such micropores, not
allowing the molecules to escape, can be made to die by poisoning. This would incorporate
additional autocatalytic networks into cell metabolism. Alternatively, within the cell wall
catalytic centers can be generated as a response to an external stimulus as a templating
molecule. Again, a competitive reaction chain has to be designed so that cells would be
induced to die, when such molecules were not produced or accumulated. The developing
protocells can in principle be trained to produce the desired waste product molecule, by
autocatalytic generation of micropores or selective reaction centers as a response to an
external stimulus as a templating molecule.

9.4 Control Parameters and the Emergence of Artificial Life

9.4.1 The Logistic Map

The design of a system that adapts its function by an evolutionary process, in our case
the development of a cellular catalytically behaving system, raises an interesting question
that was originally formulated by Descartes[25] : how can a designer build a device which
outperforms the designer specifications? If specifications are followed too closely, there
is no way that improvements can be made. On the other hand, if they are followed too
loosely, the device will not operate according to specifications.

For most efficient evolutionary design, this implies that there will exist an optimum
condition, at which the compromise of the two conflicting requirements is found. Langton
defined a complexity parameter λ that determines such a condition[26].

We learned in Chapter 8 of excitable systems and active media and in the previous sec-
tions of this chapter of complex autocatalytic reaction networks. Computational systems
have been designed[27] that provide insights into the general condition by which complex
behavior emerges. A more general understanding of the dynamic features that determine
complex behavior is obtained from analysis of the the so-called logistic map[28a]and Wol-
fram’s two-dimensional cellular automata studies[28b].

It will appear especially from Wolfram’s work that a priori prediction of macroscopic
behavior even for many particle systems that follow simple interaction rules is often not
possible. The behavior can be sensitive to initial conditions and disturbances. These are,
of course, conditions that are optimum for a learning system, where microscopic rules
have to be adapted to macroscopic requirements. The optimum condition for emergence
of life-like multiplication appears close to conditions where the system behavior becomes
unpredictable. An important feature of a living cell is its finite lifetime. Sustained existence
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of a living collective system of cells is maintained by self reproduction.
In order to introduce the concept of a control parameter, we will analyze first the

logistic map to illustrate more precisely the different phases of self organization that one
can distinguish. We will follow closely the work by Nicolis[28a]. The logistic map is a
generalized equation that describes the development of a population x due to growth and
decline by competition between the species:

xn+1 = 4µxn(1 − xn)
{ 0 ≤ µ ≤ 1

0 ≤ x ≤ 1

where µ is a control parameter. The solutions x of the corresponding set of equations vary
qualitatively depending on the value of µ. When µ < 1

4 , only the trivial solution
−−
x = 0

exists, and no growth is possible. In the interval 1
4

< µ < 3
4
, the solution converges to a

unique value:
−−
x = 1 − 1

4
µ

Its path towards
−−
x =

∑
n→∞

xn is illustrated in Fig. 9.6. The solution is at the cross-
section of diagonal f(x) = x and the inverse parabola. The subsequent values of xn are
the cross-section of the respective vertical lines with the parabola. After an initial onset,
the numbers xn spiral to −−

x , with increasing value of n.

Figure 9.6. Evolution toward the stable fixed point in the logistic map for µ = 0.7[28a].

A qualitativily very different behavior is observed when µ > 3
4 .

An example of such behavior is sketched in Fig. 9.7, for µ = 0.775. Now two solutions
exist for

−−
x :

x2+ = 4µ x2−(1 − x2−)

x2− = 4µ xx2+(1 − x2+)
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Figure 9.7. Evolution toward a stable cycle of order two in the logistic map for µ = 0.775[28a].

with solutions

x2± =
1
8µ

[
1 + 4µ ± (16µ2 − 8µ − 3)1/2

]

After an initial period, the solutions at infinite n iterate between x2+ and x2− . This
phenomenon is called period doubling.

In the regime 3
4

< µ < 1 an infinite sequence of successive period doublings occurs
at increasing values of the control parameter µ(µ1 = 3

4 , µ2, ....., µn) culminating at a
well-defined value µ∞ < 1.

The logistic map at µ = 1 generates different chaotic behavior (see Fig. 9.8).

Figure 9.8. Fully developed chaos in the logistic map for µ = 1: (a) successive iterations starting from
x0 = (

√
5 − 1)/2; (b) time series generated by these iterations[28a].

In some systems an additional interesting phenomenon, called intermittency, appears
when the functions f(x) as in Fig. 9.6 are close to curve at f(x) = x. This is illustrated
in Fig. 9.9 for a particular function f(x). After a short transient in the narrow region
between the graph and bisector, the process resembles convergence to a fixed point that
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Figure 9.9. Generation of intermittent behavior through limit point bifurcation in the map f(x) =
0.25 + ε + x2 mod 1: (a) ε = 0.55: the system possesses one stable and one unstable fixed point;

(b) ε = 0.02: the fixed points have been destroyed and the system undergoes chaotic bahavior of the
intermittent type[28a].

is nearly stable. It therefore has a long time scale. However, the iterations will eventually
leave this region and evolve to another branch of the graph of f(x) and be reinjected back
to the region of near tangency.

This will appear as a series of long periods of quiescence interrupted by short-lived
bursts. This phenomenon is called intermittency and is a signature of turbulence. It is a
well-known phenomenon that occurs, for instance, for mass flow in trickle flow reactors
at flow velocities where flow becomes turbulent.

The change in dynamic behavior as a function of control parameter can be considered
analogous to the phase behavior of a material. For instance, as a function of temperature,
water will go through a highly ordered state, ice, to an intermediate disordered state
water, and finally to a gas state of complete disorder.

9.4.2 Life at the Edge of Chaos

Emergent behavior occurs in many systems. For catalysis in porous systems bond or site
percolation is an important example. It describes the probability that in a statistical
network a particle can move through the system. It models the mass transport through
a porous medium. This is illustrated in Fig. 9.10[29], where a two-dimensional network is
shown with all points connected. At some specific point, the number of bonds that are
broken is high enough that the statistical probability of finding a network that completely
spans the lattice, Pc, is enough small that there are only disconnected clusters. The overall
connectivity at this point is lost and percolation is no longer possible.

Wolfram[28b] discovered analogous behavior from simulation studies with cellular au-
tomata. His work shows that, notwithstanding well-defined short-range interaction rules
between components on a microscopic level, macroscopic dynamic behavior can become
unpredictable. This implies that external disturbances can have an important outcome
on both temporal and structural events. This is consistent with a condition of life, where
there is change due to evolutionary response. Examples of the four basic classes of behavior
Wolfram discovered are shown in Fig. 9.11.

In Wolfram’s computational work pattern formation is studied on a two-dimensional
lattice. Interaction rules are defined between lattice squares for the evolution of blackness
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Figure 9.10. Bond percolation: (a) all bonds are closed; (b) part of the bonds are open, but there is
still a cluster of infinite size; (c) there exist only clusters of finite size.

Figure 9.11. Examples of the four basic classes of behavior seen in the evolution of cellular automata

from from random conditions. Adapted from S. Wolfram[28b].

or whiteness of a square on the lattice starting with an initial condition in the first row
at the top of the system defined by a particular sequence of black and white squares. One
then moves downwards in successive rows. The coloring of an element in each successive
row depends on the coloring of neighboring and next neighboring elements in the previous
row.

Hence rules have been set up in which the color of the cell in a row n depends on the
coloring of the three neighboring cells in row n − 1. Each system is determined by eight
different rules. In total, 256 different choises can be made, generating an amazing variety
in pattern behavior. Wolfram distinguishes four classes of behavior.

– Class 1: All initial conditions lead to exactly the same result. Initial differences die
out rapidly.

– Class 2: There are many different final states, but all of these consist of simple
structures, that remain the same for ever or repeat. Changes due to different initial
conditions may persist but remain localized.

– Class 3: behavior is complicated and seems, in many, respects random, although
nested structures such as triangles and other small structures always tend to appear.
There is a rapid increase in network complexity. Changes in initial conditions spread
everywhere, as in a percolating system. There is long range communication but there
is no repetitive behavior. Changes are irreversible.

– Class 4: There is a mixture of order and randomness. Localized structures are
formed, but move around and interact in complicated ways. Structures persist but
are floating, they change sporadic. Long range communication is lost. The patterns
formed are extremely sensitive to initial conditions.
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Representative structures from all four of these classes are shown in Fig. 9.11. We
recognize the overall changes in behavior from complete order to disorder and intermediate
stages with several stationary solutions. What is new are the stages with intermediate
structure formation, decay and reappearance. The first three catagories of Wolfram can
be identified with the three types of behavior we have met in the logistic map model of a
continuous dynamic system. Class IV behavior with long transient and complex patterns
of localized structures has no direct analog. The scene is now set for a return to the
theories of the origin of life.

Following the ideas of Anderson[27], Langton[26], who is one of the founders of artificial
life research, coined the phrase “life at the edge of chaos”. To identify the condition of
life for a cellular automaton system, he defined a control parameter λ. For a cellular
automaton with K states and N neighbors the λ parameter is defined as follows. An
arbitrary state Sq is chosen as a quiescent state, as for instance, the solution zero, with
µ < 1

4 for the logistic map. If there are nq transitions defined to state Sq, the remaining
KN − nq can be filled randomly and uniformly over the other K − 1 states, where

λ =
KN − nq

KN

If λ = 0, all the transitions in the system create the quiscent state Sq. This implies full
order. When λ = 1 as the point where all of the states are filled randomly and there is
complete disorder.

Langton considers that in a living system the dynamics of information has gained
control over the dynamics of energy. Langton suggests that information can dominate,
the dynamics of physical systems in the vicinity of a second-order (or critical) phase
transition.

At intermediate values of λ, a phase transition can occur between periodic and chaotic
dynamics. At either end of the λ spectrum, behavior seems simple and predictable. It is the
behavior in the vicinity of this phase transition that is complex and unpredictable. There
are long transients, intermediate and sometimes periodic structures. They are generated
and later collapse, very similar to the class 4 system of Wolfram.

The dependence of the different phase space regimes on λ is illustrated in Fig. 9.12, in
which the four Wolfram class of behavior are indicated.

Figure 9.12a. Schematic drawing of cellular automaton rule spaces indicating relative location of peri-

odic, chaotic and complex regimes[26].
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Figure 9.12b. Schematic drawing of complexity versus λ over CA rule space, showing the relationship
between the Wolfram classes and the underlying phase-transition structure[26].

Approaching the transition from “below”, one progresses from simple fixed-point to
simple periodic behavior, accompanied by larger and longer transients showing more and
more sensitivity to the array size, until the transition regime is reached. The slow growth
and occasional collapse of complex dynamics to periodic behavior makes the outcome of a
particular rule operating on a particular configuration impossible to predict in the general
case. Just slightly past the transition regime, the ultimate collapse to periodic behavior
becomes extremely rare for finite arrays. Ultimately, the behavior becomes maximally
chaotic and, hence, again predictable.

Living systems, according to Langton, can probably best be characterized as avoiding
attractors, as the values

−−
x i in the logistic map, towards which the solution converge or

oscillate. In the periodic system such attractors exist and are characterized as limit cycles
or fixed-point attractors towards which the system converges with time. In the chaotic
regime attractors can also exist, and are known as strange attractors typically of a high
dimension. Living systems have learned to maintain themselves on extended transients,
near a critical transition, where the state remains undecided. This is also illustrated by
the simulations discussed in the Chapter 8, page 345, on replication near system phase
boundaries, when the fluctuations in concentration in time and space are large.

When one exceeds a particular complexity threshold, the autocatalytic networks must
give rise to the emergence of a self sustaining network. A metabolic system crystallizes
that is able to replicate by division. There is, however, a limit to such complexity for
reproducing systems. As we discussed in the previous section, once complexity passes
another critical parameter, replication requires coding of the instructions in a program,
as von Neumann proposed for his self-reproducing computer and life realized through the
DNA genetic system.

9.5 Different Levels of Self Organization in Catalysis; a Summary

In Chapter 8, we described how combinatorial evolutionary processes optimize the system
by adaptation to a template. In the have been formed they can be reproduced.

In the previous sections we have analyzed computational models of artificial chemistry
that indicate that, in principle, the chemistry can be designed so as to create an artificial
catalytic system, that optimizes its selectivity by evolutionary adaptation.

The ultimate catalytic design would be the generation of such an artificial catalytic
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cell. A few essential ingredients have to be part of the design. The catalytic system has to
self organize, replicate and adapt itself. The system should not only self assemble around
a template, but should also be able to replicate the template or the template structure.
It should also behave as a reproductive and self-organizing reactor.

The property of reproduction and self organization will only exist for sufficiently com-
plex systems. Towards the design of the artificial catalytic cells a combinatorial, evolution-
ary process will have to be used. The realization of such an evolutionary adaptive process
requires system conditions far from equilibrium and at a state near a critical point, such
as those near a dynamic phase transition, where the developments in time and space are
undecidable and hence, very sensitive to the choice of initial conditions.

9.6 Biomineralization, the Synthesis of Mesoporous Silicas

In the previous sections, we focused on chemical theories for the evolutionary origin of
life-like systems. We learned that an important condition in the initiation of early life
is a microporous or cell-type enclosed environment that can sustain local concentration
variations.

Biomineralization is a biological synthesis process that exploits the unique interactions
at the interface of the inorganic and organic material to produce composite materials with
unique properties and inorganic materials with a unique structure, regular over nanome-
ter length scales to micrometers and millimeters[33a]. The essence of biomineralization
processes is that mineral is deposited around or within a mould, prestructured by organic
building blocks that may consist of various types of molecules such as sugars or fatty es-
ters. The key feature that characterizes these molecule is that they are amphiphilic. Such
molecules can organize as double layers, as presented in cell membranes, and can have
the shape of spheres, tubes or three-dimensional structures. These phases are known as
liquid crystals. In the biomineralization process, minerals are deposited at the interfaces
of the preorganized structures formed by the liquid crystal-type amphiphilic systems. This
process that can be seen as a fixation of a fluidous system.

An extensive research activity in biomineralization has developed that investigates the
structure-directing principles described above, but now chemically without the use of
biological systems. This is of great interest in the context of designing the microporous
cell-type enclosed conditions for protocell systems. Second, conversion of protocell-type
catalytic systems into heterogeneous catalytic systems requires mineralization chemistry
similar to biomineralization.

In this section and also in the next sections, we will highlight aspects of the chemistry
that biomimics biomineralization. The treatment of the topic material will be much more
detailed than the previous sections dealing with origin of life-like systems. We need the
detail to compare the synthesis of ordered materials prepared in biomineralization with
the disordered, often fractal, materials with high surface areas synthesized with more
conventional chemistry. This comparison will be done in later sections. Again, processes in
such materials are important to strenghten the walls of such systems. Stochastic modeling
of such systems is possible, as will be shown in final sections. The chapter will be concluded
with a summarizing section, which is less detailed. Some readers may prefer to skip the
more technical sections that follow and read the final summarizing section of this chapter.

Zeolites are well-defined microporous systems that we introduced earlier. They have
micropores ≤ 1 nm. Their synthesis requires the use of organic template molecules. As
we described in Section 8.7.2, these template molecules organize silicate oligomers into
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precursor molecules for crystallization of the zeolite. These precursor molecules differ de-
pending of the templating molecule or cation used. In these systems there is no preorgani-
zation of the template molecules before crystallization. Using biomineralization synthesis
techniques, ordered mesoporous and microporous systems can be made with micropore
dimensions that vary over many length scales. In contrast to the zeolites, with channel
walls of coordinatively saturated oxygen atoms, the channel walls of those systems are
hydroxylated.

Biological systems that realize such ordered nano- and micrometer porosity include
diatoms, which are monocellular algae. Figure 9.13 compares the micropore structure in
a diatom with that of synthesized mesoporous materials.

Figure 9.13. Schematic drawings of (left) diatoms and (right) synthetic mesoporous MCM-41.

Here we will present the basic physicochemical principles on which the formation of
such ordered microporosity is based. We limit ourselves here and in the following sec-
tions to the example of silica formation since this has been most extensively studied. The
introduction in 1992 of the MCM-type periodic nanometer pore size materials[30], using
surfactants in the synthesis instead of structure-directing template molecules, brought
forward the development of methods to prepare mesoporous silicas with a great leap. In
this approach, different lyotropic liquid crystal phases of a large variety of surfactants
and amphiphilic polymers that can be organized in numerous mesophases are used to
structure the developing silica phase. The silica phase is grown around the self assembled
organic polymers, which act as a template. Surfactant molecules or amphiphilic polymers
form micelles or liposome vesicles with a membrane that consists of a double layer of
amphiphilic molecules. In an aqueous solution, their hydrophobic features point inwards,
whereas their hydrophilic features are directed into the water phase. At increased con-
centration the micelles can become converted into tubular structures or even networks.
Silicas with a well-defined network of uniform pore dimensions are formed by introducing
silica precursors that oligomerize and subsequently solidify around the micelles. The pore
sizes of as-made porous silica range from a few to tens of nanometers. Crystalline siliceous
materials with larger pore dimensions (∼7.4 nm) can be made using non-ionic triblock
copolymers of ethylene oxide and propylene oxide as templates under acidic conditions.
The crystallinity of such materials can sometimes be directly deduced from the shape of
the crystal particles. Figure 9.14 shows the rhombodecahedron shape of the corresponding
crystals.

According to Zhao et al.[33a], a major breakthrough in biomineralization was the dis-
covery of how to synthesize such materials at different pH. Kresge et al.[30] originally
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Figure 9.14. SEM images of mesoporous single crystal synthesized with F108 at 38 ◦C with 0.5 mol/L

K2SO4: a) at low magnification, b) at high magnification, c) index of a rhombdodecahedron model, the
mesopore array in (110) plane is demonstrated. [32].

synthesized mesoporous materials in basic media with anionic silica species. The use of
nearly neutral pH conditions, the same as in biological systems, was accomplished by
use of [SiF6]2− and Triton X-100 as non-ionic surfactant, complementary to the use of
conventional ethyltrimethylammonium cations, similar to those used in zeolite synthesis,
as structure-directing agent[34]. The halide ion associates with the surfactant molecule.
There is no need in this system to charge balance the surfactant charge with the negatively
charged silica wall. The silica wall remains neutral. Tanev and Pinnavaia[35] were the first
to use non-ionic surfactants such as poly(ethylene oxide) and poly(alkylene oxide) block
copolymers with hydrophilic and hydrophobic parts. At neutral pH, disordered, worm-like
pores are formed. If, on the other hand, low molecular weight block copolymer solutions
of relative high concentration are used at low pH, ordered mesoporous silica phases are
synthesized[36,37].

9.6.1 Biomimetic Approaches for Amorphous Silica Synthesis

Diatom biosilica formation can be mimicked by using bio-analogous reagents for silica
synthesis. The diatom contains ordered micropores in a silica matrix which is amorphous.
In this section, we show that amorphous silica can be considered as structures built for
elementary particles. The packing of the elementary particles and their internal structure
depend sensitively on the amphiphilic structure-directing molecules. The pH controls the
preorganization of the structure-directing molecules. In this section we discuss materials
made without preorganization of the structure-directing molecules.

Two types of enzymes have been identified as playing a role in the formation of
biogenous silica. In a sponge, such enzymes are the silicateins[38] that catalyze the for-
mation of Si–O–Si bonds from the corresponding monomer. Mechanistically the reaction
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sequences in the enzyme fold are similar to the elementary reaction step in the papain-
like hydrolysis reaction discussed in Chapter 4, section 4.4. The other enzymes, identified
in diatoms, are the silaffins[39]. They are small peptides that consist of 15–18 amino
acid residues linked to linear polyamines consisting of 5–11 N -methylamidpropylamine
units. The silaffins induce the precipitation of silica under nearly neutral pH conditions.
Synthetic polyamines such as polyethylenimine (PEI) along with natural species found
in diatoms induce silica precipitation very efficiently. The reaction is generally too fast
in the laboratory to investigate silica transformations and structure-directing processes.
Polyethylene oxides (PEOs) and derivatives thereof are good alternatives, as they in-
duce silica polymerization at a slower reaction rate. Consequently, it has been posible
to perform and monitor time-resolved silica transformations, which eventually can be
manipulated by temperature-controlled aging[40].

Figure 9.15. (a) Aggregation model for PEG600-mediated silica at PEO/ silica ratios 0.5 and 2.0. (b)

Schematic presentation of the relation of PEO/silica ratio and hydrophobicity (which increases with size
of the PEO monomer) and the physicochemical characteristics of the silica formed: specific surface area

(ssa in m2g−1) determined by N2 sorption–desorption, fractal dimension (Ds) determined by SAXS,
and pores diameter (d) determined from SAXS and pore volume contributions (derived from sorption–

desorption isotherm)[41].
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When different hydrophylic homopolymers such as PEO600, PEO2000, PEO20,000 and
PEI1,000,000, or triblock copolymers such as PEO76–PPO29–PEO76 or mixtures of them
are used under mildly acidic conditions as additives in the biomimetic synthesis of silica
from waterglass, well-defined spherical and smooth non-fractal and fractal silica particles
(for definition fractals see Section 9.7.2) are formed. The silica aggregation behavior and
pore formation behavior which are controlled by PEO homopolymers at various molecular
weights and PEO/silica ratios have been studied with in situ (ultra) small-angle X-ray
scattering [(U)SAXS]. The experimental results clearly indicate that PEO plays three
different but important roles in silica aggregation. First, it serves as a flocculation agent
in the formation of silica sols, similarly to PEI and the (analogues of) diatomaceous
polyamines. Second, the hydrophobic silica–PEO interactions steer the silica polymer-
ization. Finally, the presence of PEO induces phase separation during the reaction, in
which PEO-rich and silica-rich phases are formed in the formerly homogeneous aque-
ous solution. As we will see later, phase separation processes play an important role in
micromorphogenesis of the diatom cell wall.

From these studies, it becomes clear that the length of the PEO chain and the PEG/
silica ratio affect the physicochemical properties of the silica formed with respect to a
variety of pore dimensions from 2 up to 20 nm, their connectivity (determined as fractal
dimensions with SAXS) and their specific surface areas. Consequently, different silicas
can be created by choice (see also Section 9.7). A fractal dimension of <3 implies that
a gel-type disordered, chaotic and open structure will form due to cluster–cluster aggre-
gation processes that are diffusion or reaction rate limited. A fractal packing of particles
implies self similar scaling of the porosity distribution over several length scales. A fractal
dimension of the order of 2.5 implies diffusion-limited aggregation due to high sticking
probabilities when reaction clusters meet. Figure 9.15a shows as a function of PEG[PEG =
(poly ethylene oxide glycol)]x/SiO2, ratio that initially open or more dense gel-type struc-
tures are formed. They become converted into particles that themselves are built from
smaller elementary particles that are fractally (PEGx/SiO2 = 0.5) or regularly packed.
The elementary particles themselves can exist again with a fractal gel-inner structure as
is the case for the silicas made with PEG600.Figure 9.15b summarizes the different types
of end products as a function of polymer hydrophobicity and polymer/SiO2 ratio.

9.6.2 Micro-Emulsion Mediated Silica Formation

The diversified porous patterns of diatomaceous silicas are on the nano- to submicrom-
eter scale (∼10–300 nm) and these meso- and macropores cannot be mediated by single
macromolecules, not even proteins. To mimic these meso- and macroporous structures, a
different approach can be applied based on a phase separation process as in the vesicle-
mediated macromorphogenesis processes extensivily reviewed in Pickett-Heaps et al.[42].
In this case oil-in-water (O/W) emulsions are applied as a model system. O/W emul-
sions are isotropic and thermodynamically stable liquid media with a continuous water
domain and an oil domain, which are thermodynamically stabilized by a surfactant as
micrometer-sized liquid entities.

Amphiphilic PEO–PPO–PEO triblock copolymers can form a variety of aggregates
depending on the length of the respective polymer blocks. In such aggregates, the more
hydrophobic PPO blocks are shielded from the aqueous envirement by hydrophilic PEO
blocks that protrude into the aqueous phase. The triblock copolymer poly(ethylene oxide)–
poly(propylene oxide)–poly(ethylene oxide) (PEO76/PPO29/PEO76: see Fig. 9.16a) can
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Figure 9.16. (a) the chemical structure of the triblock copolymer poly(ethylene oxide)–poly(propylene

oxide)–poly(ethylene oxide) (PEO76–PPO29–PEO76) and (b) the proposed structure of the emulsion
droplets. TMB = 1,3,5-trimethylbenzene.

also be used with emulsions of 1,3,5-trimethylbenzene (TMB). These emulsion droplets
act as templates in the biomimetic formation of silica (Fig. 9.16b), thereby exploiting the
ability of the PEO chains on the aggregate surface to induce the precipitation of silica.
After removal of the organics by high-temperature calcination, cavities of micrometer-size
dimensions should remain in the as-made silicas.

Figure 9.17. Scanning (a, c) and high-resolution (b, d) micrographs of hollow silica spheres synthesized

with the TMB/PEO–PPO–PEO/silica emulsion system at 80 ◦C[43].
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Figure 9.18. Schematic drawing of the templating mechanism by a downscaling phase separation model
[(A) to (D)] in comparison with scanning electron micrographs of the valves from diatom Coscinodiscus

wailesii [(E) to (H)]. (A) The monolayer of polyamine-containing droplets in close-packed arrangement
guides silica deposition. (B and C) Consecutive segregations of smaller (about 300 nm) droplets open

new routes for silica precipitation. (D) Dispersion of 300 nm droplets into 50 nm droplets guides the
final stage of silica deposition. Silica precipitation occurs only within the water phase (white areas). The

repeated phase separations produce a hierarchy of self-similar patterns. (E to H) SEM images of valves
at the corresponding stages of development[44].

At pH 5.2, hollow spheres are formed with a uniform size distribution and an average
diameter of approximately 1 µm. These silica spheres are thermally very stable and hollow
(Fig. 9.17), possessing a relatively thin shell with a very regular thickness of 80–130 nm
composed of 7–8 nm thick layers of silica with an interlamellar spacing of ∼3–4 nm[43] .

The biomimetic studies of biomineralization have also provided inspiration to explain
biopolymer-mediated silica formation in the diatoms. As mentioned in the previous sec-
tion, biogenic silica contain small proteins and polyamines such as the silaffins.

The silaffin-1A proteins are small (2.4–3.1 kDa) polycationic proteins with highly mod-
ified amino acid residues. A particular well-characterized peptide contain seven phospho-
rylated serine residues and one phosphorylated trimethylhydroxylysine moiety.

The zwitterionic structure of the native silaffins leads to the self assembly of these
molecules, which explains their extremely efficient induction of silica precipitation. Fol-
lowing up on this model, Sumper[44] proposed, on the basis of simulations, a model that
consists of multiple steps in which phase separation processes occur. At the initial stage
phase separation of protein phase and silica permits the formation of the large, honey-
comb structures, followed by several intermittent steps of silica formation – each mediated
by phase separation processes – to create smaller structures (see Fig. 9.18).

In this “downscaling” model, the largest structures are formed at the start (Fig. 9.18a)
followed by the formation of the smaller ones (Figs. 9.19b,c) and finally the more delicate
details (Fig. 9.18d).

In contrast, Vrieling et al.[45] derived an “upscaling” model based on experimental
data obtained from in situ time-resolved ultra-small angle X-ray scattering analysis of sil-
ica transformations mediated by synthetic polymers [poly(ethylene glycol), polyethylen-
imine)] and protiens (myoglobin, horseradish peroxidase). In the course of the polymer-
ization and transformation processes (the latter of which is induced by aging), phase
separation occurs. Silica-rich and structure-directing containing macromolecule phases
appear, which continuously interact during the transformation of silica from smaller ag-
gregates to the larger structures (see Fig. 9.19).

Ultimately, removal of the structure-directing-rich phase leads to the creation of a
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Figure 9.19. Schematic presentation of the described upscaling model. At the onset of valve formation
(a) silica precursors and peptides are imported into the silica deposition vesicle (SDV), where precipitation

of silica is induced by small organic molecules (silaffins and/or polyamines) to form silica sols (b). These
sols further densify and grow to larger silica particles, while larger peptides start to interact with the silica

(c). When aggregation continues (d), silica forms larger particles (up to 50 nm). At this stage the silica
and protein aggregates become transferred to silica- and protein-rich mesophases by phase separation

(e). This process proceeds until the SDV has reached it final two and three-dimensional size (f) and the
protective casing has been formed (g). In order to leave the pores, the protein-rich mesophase is somehow

removed prior to assembly of a protective casing before the wall leaves the cell[45].
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porous network ordered over several length scales. The two models can be reconciled by
viewing the phase separation process proposed by Vrieling et al. as step A in the diatom
formation model according to Sumper.

9.7 Aging of Silica Gels

9.7.1 Silica Gel Synthesis

After their initial formation, conventional silicas, formed by acidifying silicate solutions,
can be significantly influenced by consecutive aging processes. When the fragile, low-
density silicas as prepared in solution are dried, they often collapse. The surface tension
of the water droplets disrupts the silica structure. Aging processes are important because
in the process the walls of the micropores thicken and, hence, become resistant to drying
processes.

Here we will summarize the reaction steps that lead to silica gel formation, and focus
on the physical chemistry of the aging processes. NMR proton spin–latice relaxation
measurements[46] can be used to follow the morphological changes that occur in a silica gel
as a function of time. Owing to the restricted movements and, hence, increased correlation
times of the water molecules near to the silica–water interface, protons of water included
in a porous solid have longer relaxation times than water in the bulk. A decrease in
the spin–spin relaxation time is to be interpreted as an increase in the number of water
molecules restricted in their movements due to the proximity of the silica structure. Figure
9.20 shows the spin–spin relaxation T2 for a silica system as a function of relaxation time.
The decrease in T2 in the first 20 min of the reaction indicates the formation of increasing
silica surfaces in contact with water.

Figure 9.20. Spin–spin relaxation behavior as a function of reaction time for a silica system. CSiO2 =

0.73 M, pH = 4 , T = 40 ◦C, F/Si = 0. The small initial increase is caused by initial warming up of the

sample[46].

This surface formation is due to the polymerization of silica monomers and oligomers
and subsequent aggregation of the particles formed into clusters. When the minimum
value of T2 is reached, the beginning of gelation starts. After gelation, aging processes
will become dominant. Silica dissolution leads to the formulation of convex soluble surfaces
and redeposition of this material in the crevices and necks (concave surfaces) decreases the
specific surface area and the average correlation time of the interacting water molecules
increases slightly.
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In acidified wate glass at pH = 4, the following different reaction steps may be discerned:

1. particle growth
2. aggregation
3. gelation
4. aging.

Steps 1, 2 and 4 are mass transformations successively in the reaction mixture. When
gelation occus, a percolating network will be observed only above a certain silica concen-
tration. First the monomers and oligomers present in the reaction medium will start to
combine according to the condensation reaction

W ∼ Si−O− + HO−Si ∼ W⇀↽W ∼ Si−O−Si ∼ W + OH− (9.1)

resulting in a mixture of monomers, oligomers and small polymers.
Particle growth is favored at high pH, leading to larger sphere-like particles. At low

pH, however, gel-type structures evolve.
As soon as particles are formed, also particle–particle bonds may be formed according to

Eq. (9.1), thus leading to open aggregates (Fig. 9.22) which may exhibit fractal properties,
to be discussed in Section 9.7.2.

Figure 9.21. Aggregation of single particles (a) into agglomerates (b) and subsequent aging (c).

The structure of the aggregates formed is dependent on reaction parameters used during
preparation of the silica gel. Diffusion rates are inversely proportional to the size of the
diffusing particles or aggregates.

There are two limiting cases of aggregation, namely reaction-limited and diffusion-
limited cluster–cluster aggregation. In the case of diffusion-limited aggregation, the re-
action between particles occurs upon collision, resulting in open, tenuous structures. For
reaction-limited systems, particles will collide more often before reaction occurs and the
primary particles are therefore able to penetrate deeper into the already existing aggre-
gates, thus resulting in more compact, denser aggregates.

Aggregation continues until all primary particles have been incorporated into aggre-
gates or, if the concentration is sufficient, when a percolating network is formed through-
out the entire reaction vessel. Gelation is characterized by the fact that the viscosity
increases rapidly from the viscosity of the liquid to the viscosity of a solid.

Particles that are not part of the aggregates or network can continue to diffuse freely
through the liquid and condense on this gel backbone, changing the properties of the gel.
This is a form of aging (see Fig. 9.21), which may result in a substantial growth of the
branches of the network long after aggregation and gelation.
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Another form of aging may be due to crosslinking processes, where adjacent hydroxyl
groups or hydroxyl groups from adjacent gel branches will polymerize into siloxane bonds.
During this process the gel may contract and with shrinkage of the gel will take place
expulsion of reaction liquid from the pores. This form of aging is called syneresis.

Coarsening or ripening is a third form of aging where dissolution and reprecipitation
of silica particles occur, driven by the differences in solubility between surfaces with
different radii of curvature. Redissolution will occur from surfaces with positive curvature
and will precipitate in regions with a negative curvature, causing growth of necks between
aggregated particles, increasing the strength and stiffness of the entire gel.

Aging results in a reinforcement of the structure, originated during aggregation (and
gelation). The average pore radius of the gel will increase by these reorganization reactions
and the specific surface area will decrease owing to the transport of material to energetic
more favorable positions. If the gels are not aged, the pores are very likely to collapse
during drying owing to the minimal strength of the backbone and strain forces due to
the surface tension of liquid droplets. Aging of the gels, prepared as described above, is a
necessity in order to obtain mesoporous materials from them.

9.7.2 Fractals

The aggregates formed during silica gel preparation often tend to exhibit fractal proper-
ties. This implies a powerlaw distribution of particle or micropore sizes. Power law kinetics
appear to be the consequence of processes where objects grow and/or decompose. The
growth rates are typically random and independent of the particle size.

A large number of computer growth models which produce fractal structures have been
published[47]. Six basic models can be distinguished and are differentiated by two main
factors: transport or diffusion and reaction or sticking probability. In Fig. 9.22 a survey
of these six basic models is presented.

Figure 9.22. Models of kinetic growth. The mass fractal dimensions of the three-dimensional simulations
are shown but for clarity reasons the corresponding two-dimensional clusters are shown. Adapted from

R. Julien and R. Botet[47].
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Clusters approach each other by Brownian motion in the diffusion-imited regime. Be-
cause of the diffusive nature of the transport, few particles ever penetrate into the interior
of the structure that is formed and most growth takes place at the tips of the cluster.
In ballistic growth, the trajectories of the particles are linear and large compared with
the size of the growing clusters. As a result, the monomers are more likely to penetrate
into the interior of a cluster than in diffusion-limited growth, resulting in more com-
pact structures having a larger fractal dimension. In the case of reaction-limited growth,
transport is considered facile with respect to reaction. The sticking probability between
particles becomes important here. Numerous contacts are required before a bond is suc-
cesfully formed, permitting monomers to penetrate deeper into the interior of the growing
clusters, resulting in compact aggregates. As is illustrated in Fig. 9.22, it is important
to distinguish aggregation processes with growth through monomer–cluster reaction from
systems that aggregate through cluster–cluster reactions. The interpretation of dimension
D is given in the next paragraph.

Mass fractal structures are characterized by a mass gradient in the cluster according
to: M ∼ RDf where M the mass of the cluster, R the radius of the cluster and Df the
mass fractal dimension. This relation represents self similarity. Self similarity means that a
similar dimensionality, that reflects the connectivity of a network, is found when different
length scales of a material are probed. The self similarity of a cluster is defined between
Rg, the radius of gyration of the cluster, and R0, the radius of gyration of the primary
building unit. Systems with Euclidean, non-fractal dimensions such as a rod, a disc and
a sphere-like structure, have mass fractal dimensions of Df = 1, 2 and 3, respectively,
consistent with the common characterization of these objects. For mass fractal objects
the fractal dimension Df is a non-integer and varies between 1 and 2 in two-dimensional
space and between 1 and 3 in three-dimensional space. The fractal dimension is defined
by the formula M ∼ RDf , implying

Df =
log Mi+1

Mi

log Ri+1
Ri

(9.2)

In a particle growing by iteration, in each iteration step, when increasing the radius of
the object from Ri to Ri+1, the mass of the object will increase from Mi to Mi+1. This
is illustrated in Fig. 9.23.

Figure 9.23. Increase in mass of some common objects and a fractal object with increasing radius. The

mass fractal dimensions are discussed in the text.
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Rod: M increases by a factor of 2 if R increases by a factor of 2
M ∼ Rlog 2/ log 2 ∼ R1

Plane: M increases by a factor of 4 if R increases by a factor of 2
M ∼ Rlog 4/ log 2 ∼ R2

Fractal object: M increases by a factor of 5 if R increases by a factor of 3
M ∼ Rlog 5/ log 3 ∼ R1.465

In principle, the same approach is followed when dealing with other objects in three-
dimensional space. In this way, the dimensionality of the structure of silica gels is deter-
mined. As illustrated in Fig. 9.24, when zooming in on smaller length scales, initially the
internal structure is determined by the primary building. Further magnification measures
the surface structure or internal structures of the primary building unit. The dimension-
alities can now be different.

Figure 9.24. The structure of a mass fractal object on several length scales.

The surface roughness can be described in a fashion analogous to that for the mass
fractal structure according to

S ∼ aDs (9.3)

The variable a can be considererd a measure of the surface of the rough particle. It is a
ruler. If a ruler is large a lot of small cavities will not be noticed and the resulting surface
area is small. When the length of a ruler decreases, more and more surface irregularities
will be found, contributing to an exponential increase in surface area. The power-law
exponent of the relation between length of the ruler and the corresponding surface is
termed the surface fractal dimension (Ds).

For Ds = 2, the particles have a smooth surface and the surface is two-dimensional.
When the surface roughness increases, Ds can vary between 2 and 3. The surface fractal
dimension will approach three for an exceedingly rough surface that also may be described
as a structure with a homogeneous distribution of mass and voids. The surface area will
then be proportional to the mass: D → 3. It has become three-dimensional.

9.7.3 Simulation of Aggregation Processes

The concentration of monomers plays a very important role in aggregation models. We
discussed this earlier in Section 9.4.2, where we noted that percolation through a network
becomes realized only when a limit concentration of connections is exceeded.

Here we will analyze the behavior of cluster–cluster aggregation as a function of the
momomer volume fraction[48]. We will recognize features that relate to the behavior of
percolation. A particular aim of the simulations is to analyze not only the aggregation
but also the aging processes. Simulations on aging will be presented in Section 9.7.4.
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The interesting aspect of concentration-dependent modeling is that at high concen-
trations through aging processes a microporous network is formed. The two-dimensional
simulations are analyzed with an analytical model that permits the determination of the
critical volume fraction φc for crossover from a non–percolating to a percolating sys-
tem. Beyond the percolation point the concentration of the fractal–dimensional structure
becomes initially local, and at high concentration the local fractal structures disappear.

The results of off-lattice diffusion limited cluster–cluster aggregation (DLCA) sim-
ulations in two dimensions are presented in Fig. 9.26. Simulations are limited to two
dimensions because it enables one to use large unit cells with many particles. Brownian
trajectories are followed. Larger aggregates are generated as a result of bond formation
between overlapping aggregates. One finds crossover from fractal to Euclidean behavior
when a particular monomer concentration is exceeded.

In the DLCA, reaction limitations are ignored and instantaneous bond formation is
assumed. Figure 9.25 depicts resulting snapshots of the aggregation process for a low
monomer concentration at successive moments in time. The onset of the formation of a
fractal aggregate is visible after 729 moves (Fig. 9.25b). Both small and large aggregates
are present, the latter being more anisotropic (less circular). Figure 9.25c shows continuing
growth after 2187 moves, which has now resulted in the formation of some large fractal
aggregates. The mass is now much less homogeneously distributed over the available space.
The snapshot for move 6561 in Fig. 9.25d shows the system just before final aggregate
formation. The final aggregate formed is shown in Fig. 9.26a. Only a few large aggregates
remain. One of these will soon dominate the aggregate mass distribution. The aggregation
process stops when one aggregate has been formed.

The aggregation process depicted in Fig. 9.25 clearly shows a wide variety of aggre-
gates. The aggregate mass distribution, n, as found in aggregation models such as the
DLCA model used here, is polydisperse. For a theoretical description that includes ζ, the
correlation length associated with the length scale over which the structures exhibit frac-
tal properties, it is convenient to approximate n as a delta function. This process defines
the hierachical DLCA model. N aggregates are assigned mass M , while NM = N0M0

to ensure mass conservation during aggregation. The aggregates formed are fractal on a
length scale between L0 and L1. The mass M of the aggregates as a function of length
scale L between L0 and L1 is

M

M0
=

(
L

L0

)Df

(9.4)

The lower limit of fractality L0 is assumed to be the monomer radius R0. For distances L
shorter than L0, the density ρ0 of the initial primary scatterer is set to unity. The density
ρ of the fractal region can be expressed in analogy to Eq. (9.4) as

ρ

ρ0
=

(
L

L0

)Df−D

(Df ≤ D) (9.5)

Hence, for the effective volume fraction φe, one finds

φe

φ0
=

(
L

L0

)D−Df

(9.6)
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Figure 9.25. Various stages of growth processes of DLCA aggregates in 2D at φ0 = 0.05: (a) move 243,

(b) 729, (c) 2187 and (d) 6561.

In this idealized model, the aggregates grow in time until finally one aggregate is formed.
It is necessary to distinguish between two situations for the formation of the final single
aggregate and the upper length scale L1 of fractality. In the first case (situation a), for high
volume fractions, the growing aggregates touch at a certain stage of the simulation (see
Fig. 9.26b). At this moment the total effective volume of the aggregates has become equal
to LD

s , which is the volume of the simulation space where the aggregates can no longer
perform their Brownian movements independently. The effective volume fraction of the
aggregates, φe, has reached 1.0 (percolation) before the final aggregate has been formed
(gelation). For these high volume fractions one might say that percolation is faster than
gelation: φa

e = 1 and Na > 1. This limits the development of fractal properties, leading
to a change in L1. It then follows from Eq. (9.6) that for L1 = La

La

L0
= φ

1/(Df−D)
0 (9.7)

The upper length scale of fractality depends on φ0 and is smaller for high volume fractions.
In the second case (see Fig. 9.26a), at low φ0, even the final aggregate is too small to

span the box. The system does not percolate and that only gelation occurs: φb
e < 1 and

Nb = 1. It then follows from Eq. 9.4

Lb

L0
= N

1/Df

0 (9.8)
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Figure 9.26. Aggregate formation at different particle volume fractions: (a) φ0 = 0.05, (b) 0.25 and

(c) 0.50. The aggregates are built using periodic boundary conditions and consequently some of the
connecting bonds reach over the boundaries.

For low volume fractions the aggregate growth is not limited due to percolation. Intrinsic
fractal bahavior is observed so that Lb depends only on the number of monomers in the
system and the fractal dimension of the aggregatin process.

The critical volume fraction φc for the crossover situation can be calculated by com-
bining Eqs. (9.7) and (9.8):

Lc

L0
= φ

1/(Df−D)
c = N

1/Df

0 ⇔ φc = N
(Df−D)/Df

0 (9.9)

The results are typical for percolating systems[29]. Equation (9.9) shows that the oc-
currence of percolation depends on the value of N0 used in the simulation. Equation
(9.7) indicates that the upper length scale of fractal behavior does not depend on N0 for
φ0 > φc.

It should be realized that the upper length limit of fractal behavior, L1, is related to,
but not identical with, the correlation length, ζ. L1 is the radius of the fractal regions
while ζ must be related to the radius of gyration of the fractal regions. The correlation
length can be calculated by combining the definition of the radius of gyration and eq.
(9.5):

ζ2 =
∫ L1 ρ(L)L2dL∫ L1 ρ(L)dL

=
2 − D + Df

4 − D + Df
L2

1 (9.10)
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L1 can be calculated using Eqs. (9.7)–(9.9) depending on φ0. For Df = 1.45 and D = 2,
the following relation between L1 and ζ is found:

ζ =

√
Df

2 + Df
L1 � 0.65L1 (9.11)

The essential features of cluster–cluster aggregation as a function of concentration are
shown in Fig. 9.26 at volume fractions 0.05 (a), 0.25 (b) and 0.50 (c). At φ0 = 0.05, the
mass-fractal properties are well developed and the aggregate has a very ramified struc-
ture. At φ0 = 0.25, the mass-fractal properties are only present at short length scales. The
long–range structure seems almost homogeneous. At φ0 = 0.50, no mass-fractal structure
is visible and the morphology resembles a high volume fraction 2D random network. The
structure looks homogeneous at all length scales.

9.7.4 Expressions for Aging of Fractal Systems

Results are reviewed here that describe morphology changes by aging of aggregates formed
by the diffusion-limited aggregation process as described in the previous section. As we
noted before in Section 9.7.1, the aging process creates larger, stable micropores in ini-
tially fragile and narrow pore gels. We saw in the previous section for a high monomer
content (high volume fraction) that the development of fractal properties is limited during
percolation and consequently the correlation length at high volume fractions is smaller
than the size of the aggregate. For low volume fraction the aggregates can grow unre-
stricted by the size of the space constraints and the correlation length can be identified
as the radius of gyration of the resulting aggregate. A crossover between these situations
is present at the critical volume fraction. For this volume fraction the final aggregate
size equals the size of the space (either the simulation space or the silica gel container)
in which it is grown in. Aging processes are responsible for the formation of stable and
larger micropores in systems prepared through sol–gel processes.

Aging processes such as random bond breaking and ring formation induce changes in
the (fractal) properties of the system such as:

– Formation of new primary particles of radius R′
0 with density ρ′0.

– Shrinking of the aggregates, due to sintering or resolvation, thereby inducing changes
in the correlation length ζ, the system size and the aggregate density ρ and the
volume fraction φ0.

– Changes in the fractal dimension Df .

Often, several changes in the fractal properties appear simultaneously. Using the modified
system parameters, an expression equivalent to Eq. (9.5) can be written down for the aged
system:

ρ′

ρ′0
=

(
L′

L′
0

)D′
f−D

(9.12)

Equations (9.5) and (9.12) allow us to relate the fractal properties of non-aged and aged-
aggregates.

When a fractal system shrinks homogeneously, the upper length scale of fractality L
will decrease to L′. The density of the aggregate will increase from ρ to ρ′. The lower
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limit of fractal behavior, L0, and consequently the density, ρ0, of the primary building
unit of the system are not affected by the homogeneous shrinking process.

We will analyze simulation results of one particular kind of aging, called shaking. Bond
breaking and monomer fusion are not allowed for. The monomers within an aggregate are
moved (shaken) with respect to each other. When monomers overlap, an additional bond
is formed.

Figure 9.27. The same aggregates as in Fig. 9.27 after 25,000 shaking moves. (a) φ0 = 0.05, (b) 0.25

and (c) 0.50.

The effect of shaking on the aggregates of Fig. 9.26 is shown in Fig. 9.27. The short
side-chains of the aggregate of Fig. 9.27a have folded on to the backbone forming chains of
3-monomer rings. The disappearance of side-chains causes a more sparse appearance. Long
chains have been deformed only slightly so that the long-range mass-fractal structure has
been preserved. In the aggregate of Fig. 9.27c the short side-chains have also disappeared,
but because of the absence of mass-fractal behavior the system has become more compact
instead of open. For the aggregate of Fig. 9.27b the two effects are visible at low and high
φ0 are combined. Both sparse and dense regions have been formed. So for all volume
fractions short side chains have been folded into chains of 3-monomer rings or larger
structures built of 3-monomer rings.

One notes especially from the comparison of Figs. 9.26c and 9.27c, above the critical
volume fraction φc the creation of large micropores due to the aging processes.

9.8 In Conclusion; Self Organization and Self Assembly

The design of catalytic systems requires the ability to synthesize specific material archi-
tectures and the atomic control of the catalytically active reaction centers. The biomin-
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eralization part of this chapter illustrated how preorganization of lipophilic molecules in
an ordered phase controls the synthesis of crystalline microporous crystals with dimen-
sions on the order of several nanometers. Polymers with hydrophilic and hydrophobic
subunits can be used to synthesize a wide variety of structured materials. The polymer–
silica ratio, temperature and solution phase conditions can be tuned in order to create
mesoporous systems with ordered pore structures, fractal particles or hollow particles of
large dimensions. The membrane of the latter contains well-defined nanopores. A fractal
pore surface optimizes the surface area and at the same time contains wide channels. The
great challenge in the design of the catalyst architecture is to design materials that allow
for ready access of catalytic centers in high-density material. Ready access requires wide
pore channels of high connectivity, implying low density. A high concentration of catalytic
sites, on the other hand, requires a high-density material. Materials with channels that
could feed the catalytic centers independently are highly desirable.

For example, in oxidation catalysis the introduction of separate channels for the oxi-
dant, the reactant and the product would result in significantly improved selectivity. The
catalytically active component should reside in the wall of one of the channels and the
pore dimensions of the channel should be such as to allow only migration of one of the
reaction components.

When liquids are used, the channels should be at least 1 µm in diameter; the catalytic
centers can still exist as nanometer-size cavities, to be connected through thin walls with
well-defined molecular-sized micropores. Channels or micro cavities could be hydrophilic
or hydrophobic and thus tuned by the needs of the particular reaction studied. The ar-
chitecture of a catalytic system aims to reduce mass transport limitations and optimize
the mixing of components at least near catalytically active centers. Second, for highly
exothermic or endothermic reactions, the design should also include heat transfer con-
siderations. Clearly this is a topic where there is a need for extensive catalytic process
modeling and innovative catalyst synthesis.

In this chapter, the siliceous framework of the diatoms has been introduced as an
example of a system that has micropores and channels that vary over many dimensions.
Synthetic design approaches that allow for the self assembly of amphiphilic molecules into
large units and phase separation provide a way to make such multi-scaled ordered porous
materials.

In the biomimetic biomineralization approach, such materials with ordered porosity of
varying size and connectivity are made through conversion of structure-directing organic
phases converted into a solid catalyst by fixation through hydrolysis of co-mixed or at-
tached siloxy fragments (see review by Zhao et al.[33a]). This approach can be generalized
to produce microporous materials of other elements such as Al, Ti and V with widely
varying composition[33a].

The first part of the chapter dealing with the chemistry of evolutionary protocell forma-
tion discussed new strategies for the design of self assembling catalytic systems that can
self adapt in order to control activity or selectivity for a particular conversion reaction.
Biomimetic biomineralization processes are successful catalyst synthesis strategies to pro-
duce structured microporous systems. Mineral fixation as exemplified in this chemistry
can also be of use to convert the protocell-type catalytic system into a practical heteroge-
neous catalyst. The aim of the exposition of theories of artificial life and chemistry was to
establish the fundamental elements necessary to synthesize a catalytically active center by
evolutionary synthesis design. In Chapter 7 we discussed that the catalytically active site
in an enzyme provides an optimum arrangement of functional groups around the reacting
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molecules where matching the shape and size of a reaction cavity are key to generating
high selectivity and activity. The evolutionary adaptive systems, discussed in the earlier
part of the chapter on the origin of life, were based on the philosophy that the predictive
capabilities of the relation between catalyst structure and function are still imperfect.
In addition, well-defined synthesis strategies are often not available or possible. Hence
rational catalyst design should employ an approach in which the catalytic center config-
ures itself. Molecular recognition chemistry of a template, that relates to the transition
state of a kinetically important catalytic reaction intermediate, is the link between the
catalytic reaction and the catalytic system. Evolutionary adaptive synthesis the implies
formation of a catalytic system that proceeds in stages. After each synthesis stage the
system is tested. Systems survive and multiply when the test is positive. Intrinsic to the
evolutionary process after each stage, protocells grow and multiply. In the multiplication
process there is a possibility of mutation of building or replication units.

A protocellular system requires a membrane to separate it from the environment. The
chemical machinery has to be in place that can synthesize the membrane and the cat-
alytically active system. We discussed especially in detail the Wächtershäuser proposal in
which FeS, which acts as a catalyst, is coupled with an energy source to provide for the evo-
lutionary formation of protocells. The energy-providing source in this system is the pyrite
formation reaction from FeS itself. A necessity for multiplication and self organization
is an autocatalytic reaction system that can be induced to reproduce the cell machinery
when the cell membrane can no longer support internal growth and starts to divide. Once
the optimum catalytic system has evolved, a fixation step as in biomineralization has to
be added to convert the preorganized protocellular system to a heterogeneous solid cata-
lyst. Succesful protocellular systems are becoming within reach. Rasmussen et al.[49] and
Szostak et al.[50] have discussed liposome systems with self dividing walls. In their system
the liposome interior contains a replicating chemical reaction system and employs light as
an energy source. Once a molecular recognition system has been added and the chemistry
of its replication has been implemented, an evolutionary adaptive design process can be
made operational. Interestingly, adaptation implies, as in the immunoresponse system,
that the molecular recognition system has to improve in the different synthesis stages and
should be able to operate against a range of test molecules. The molecular recognition
site therefore has to assemble itself from molecular building units, that can mutate.

Although so far the ultimate goal of evolutionary adaptive catalyst self assembly has
not been realized, there are many uses of parts of the system that are within close reach.
For instance, there is a need to assemble catalysts based on the replication of atomic re-
arrangement patterns in two dimensions. The predicted alloy configurations, discussed
in previous chapters, which are optimal for particular catalytic reactions have to be
translated into three-dimensional layered materials. Molecular recognition, combined with
chemical amplification, could be the basis of the design of sensors. Adaptive design could
make them biocompatible. Rational design will likely require the close combination of
theory, modeling and experimental exploration.

In this book we have provided an overview of the physical chemistry of catalytic systems
with a focus on molecular mechanistic aspects. Theories, concepts and techniques to
describe the relevant chemistry have advanced to a state that the reaction mechanism in
heterogeneous catalysis is becoming well understood. Clearly, similar advances relevant to
the practice of catalyst synthesis and design are now on the near horizon. The foundation
of theoretical molecular heterogeneous catalysis provides a firm basis towards these future
endeavors.
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CHAPTER 10
Postscript

In this chapter we summarize the catalytic principles highlighted in this book. This pro-
vides the reader with an umbrella of important theoretical catalytic concepts and founding
laws. Each concept is listed along with the chapter(s) in which it was introduced.

Loose and Tight Transition States
Chapter 2

A transition state is considered loose when its entropy is high thus implying that it has
a significant mobility. A transition state is considered tight, when its entropy is low, thus
implying that it has little mobility. Tight transition states with low entropy occur when
there are strong covalent interactions between the substrate and the catalyst surface. The
strong intercations help to activate bonds in the reacting molecule or to form bonds with
it. This is typical for the activation of molecules on metal surfaces. Loose transition states
with high entropy occur when the reagent and the reactant form strong covalent bonds in
the transition-state complex. Their interaction with the catalyst surface is simultaneously
weakened, thus creating a more mobile transition-state complex. This is usually the case
in proton-activated reactions that occur in zeolites and other solid acids. Bond formation
between the zeolitic proton and the substrate occurs together with the cleavage of the
bond between the proton and the zeolite. The energy is offset by the strong electrostatic
interaction between the protonated transition-state complex and the negatively charged
zeolite lattice, which is weakly directional.

Sabatier Principle
Chapter 2

Catalysis involves a cycle of elementary physicochemical steps which includes adsorption,
surface reaction, desorption and surface diffusion processes. These steps require both
bond making and bond breaking between the substrate molecule and the catalyst surface.
Hence, there is an optimal interaction between the molecular substrate and the catalyst
surface that leads to a maximum catalytic activity. This is known as Sabatier’s principle. A
plot of the reaction rate verses the substrate–catalyst interaction energy thus goes through
a maximum which is described as Sabatier’s maximum. To the left of this maximum,
the reaction order is positive in the reactant concentration and the surface coverage is
low. The surface is suboptimal in that it does not readily active the substrate molecule.
To the right of the Sabatier maximum, the reaction order is negative in the reactant
concentration, which indicates that the overall rate is impeded by high surface coverage.
While the intrinsic rate of reaction here may be higher, the number of vacant surface sites
is too low.

Surface Topology and Geometry Effects
Chapters 2 and 3

The reactivity of a coordinatively unsaturated surface atom tends to increase with de-
creasing coordination number. Therefore, high-index surfaces tend to be more reactive
than low-index surfaces. Steps and kinks are often the preferred sites for dissociation to
occur. If dissociation leads to fragments that preferentially require a specific site or sites
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that have more than one surface atom, dissociation will only occur when the specific
ensemble and arrangement of surface atoms is available for chemical bond activation. In
such a case, the reaction is structure sensitive for both bond cleavage and bond associa-
tion. The activation energy of the surface reaction is lowered in both directions since the
reactant and the product states become more stabilized. For reactions that occur over
a single metal atom, bond activation is enhanced when the metal surface atom is less
coordinatively saturated. This lowers the barrier for bond activation but increases the
reverse barrier for recombination. For a late transition state, the change in the activation
energy for recombination will be less than the change in the activation energy of the
bond-breaking reaction, which then will be most surface sensitive.

Brønsted–Evans–Polanyi Relation
Early and Late Transition States. Chapters 2 and 3

The Brønsted–Evans–Polanyi (BEP) relationship relates the changes in the activation
energy for a particular reaction over different catalysts to the changes in their corre-
sponding heat of reaction (or overall reaction energy). Similar relationships have also
been developed for changes in the reactant molecule rather than changes in catalyst. The
BEP equation is a simple empirical relationship, in which a non-equilibrium property,
such as the activation energy, is related to an equilibrium property such as the reaction
energy. The proportionality constant, α, in the BEP relationship is close to one when
the transition-state conformation is close to product geometry (late transition state). The
value of α is close to zero when the transition state is near the reactant state config-
uration (early transition state). For simplicity, the value of α in the literature is often
approximated as 0.5.

Promotion
Chapters 2, 3 and 5

– Alloys: Mixed metal surfaces can promote the selectivity of a reaction, by offering
reduced ensemble sizes for adsorption, by poisoning reactions at surface edges and/or
by offering coadsorption sites. In addition, bi- and multi-metallic systems can also
enhance the activity of the surface by changing the strength of the metal–adsorbate
surface bond. These changes can occur through an “ensemble” or geometric effect
where the adsorbates on the surface bind preferentially to sites which maximize their
surface adsorbate bond strength. The preference for one metal type over the second, in
some cases, is even stronger than its coordination site preference. Therefore, alloying
the surface can drive adsorbates to specific sites which can either promote or poison
the site’s reactivity. The changes in activity can also occur through electronic or
ligand effects, which refer to the changes in the electronic structure at the active site
due to changes in its nearest-neighbor ligands. Pseudomorphic metal overlayers and
near-surface alloys demonstrate this point rather nicely in that the reactivity on these
surfaces can be quite different even though the surface metal layer is the same. The
changes in their reactivity can be explained by changes in the electronic properties of
the surface that result from charge transfer or changes in the lattice spacing. More
explicitly, the changes in binding energies and activation barriers are nicely correlated
with shifts in the d-band center of the metal substrate.

– Mixed oxides: Mixed oxide surfaces can help to promote reactions by utilizing a
combination of different types of sites with different functionality to aid the reaction.
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These include oxidation sites with different oxidation states, as well as Brønsted and
Lewis acid and base sites. In addition, the sites responsible for O2 activation may
be different from those for oxygen insertion or dehydrogenation. In order to stabilize
particular reaction centers or catalyst phases, the formation of compounds with non-
reactive cations is sometimes desirable.

– Mixed sulfides: Create enhanced activity by stabilizing sulfide vacancies
– Coadsorbed molecular moderators: Much of the chemistry on metal surfaces is two-

dimensional in nature with no participation of the weaker stabilizing van der Waal’s
interactions from organic functional groups such as those which make up the enzyme
cavity and no influence of the pore wall as one may have in zeolites. Certain het-
erogeneous catalyzed reactions carried out on metal surfaces, however, have shown
significant improvement on the addition of molecular modifiers that can coadsorb
along with the reactant. Upon adsorption, they can begin to create partial three-
dimensional pockets on the metal substrate. The well-known example here is the
addition of Cinchona alkaloids to modify Pt and promote its ability to carry out
hydrogenation of α-keto esters with high enantioselectivity.

Transient Reactive Intermediates
Chapter 2

Much of what we know about the reactive intermediates for a particular reaction has been
established from either in situ or ex situ spectroscopic analyses of the reaction surface.
What is usually measured, however, is the most stable species on the surface and not
necessarily the most reactive species. There are a growing number of examples which
have shown, through either experiment or theory, that the reaction may be controlled
by species that are very reactive on the surface. They have very short lifetimes, thus
making it difficult to catch them “in action”. Some of the notable examples include the
π-bound ethylene species on Pt and Pd which are more weakly bound than their di-σ-
bound intermediate but also tend to be the more predominant reaction channels. Similarly,
transient O2

− surface intermediates on Cu and La2O3 and also O− on different metal
surfaces have been identified.

Cluster Size Effects
Chapters 2 and 5

The reactivity of supported metal, metal oxide and metal sulfide nanoparticles can change
owing to changes in the size of the particles and changes in the support. In this section, we
refer only to changes that are the direct result of particle size. Indirect effects that arise
from the particle support interactions are described in the next section. In moving from
bulk particles down to nanometer size dimensions, metal, metal oxide and metal sulfide
particles all show significant changes in their electronic structure as we move from their
band structures for the bulk materials to distinct molecular states with unique electronic
properties for the nanoparticles. Therefore, systems that were once conducting, insulat-
ing or semiconducting may now have very different properties. The unique electronic
structures of these molecular states govern the chemical properties and hence catalytic
reactivity. It is well established that metal clusters of with fewer than 20 atoms in the
gas phase show distinct electronic properties, chemisorption characteristics and surface
reactivity. In addition, the band gap for metal oxide particles is increased significantly
on moving down to very small nanoparticles, which are on the order of 40 atoms or less.
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A second predominant effect that occurs on shrinking the cluster size is related to the
changes that occur in the relative composition of different exposed facets and defect sites.
The percentage of exposed corner and edge sites increases substantially as the cluster
size is decreased down to molecular scales. This change in site composition density can
dramatically influence the reactivity at the particle surface.

Support Effects
Chapters 2 and 5

The support that is used to anchor the active metal, metal oxide, or metal sulfide particle
can significantly influence the reactivity of the particle depending upon its structure,
morphology and chemical properties at its interface with the particle along with its local
environment. The acid/base characteristics, the composition of surface species such as
hydroxyl groups and cation or anion defect can all act to change the properties of the
nanoparticle. First, the surface properties of the oxide can control the size, shape and
morphology of the nanoparticle that forms. Second, the support can act as a ligand and
control the electronic properties of catalytic particle via charge transfer. The electronic
properties of the naked gas-phase particles can be significantly altered through electron
transfer either from the support to the particle or from the particle to the support, thus
leading to particles that are electron-rich or electron-poor. This will depend upon the
bonding between the metal and the support and the presence of defects sites. Third, the
interface formed between the nanoparticle and the support creates uniquely active sites
such as in the formation of new mixed metal oxide sites (M1–O–M2) where the metal
or metal oxide nanoparticles attach to their support, or new mixed metal sulfide (M1–
S–M2) sites where the metal sulfide attaches to its support. In addition, new sites can
be created by local charge transfer at the nanoparticle/support interface, the creation of
bifunctional sites that cooperate across the interface and the formation of Brønsted acid
sites to accommodate bridges between cations of different charges. The properties of the
particles that form can be very different from those of the naked gas-phase particles. The
factors that control the catalytic activity of nanometer metal and nanometer metal oxide
particles on different supports are still a subject of great debate.

The Material and Pressure Gaps
Chapters 2, 3, 4, 5 and 6

The material and the pressure gaps refer to the two greatest differences between experi-
ments performed under ultrahigh vacuum conditions over single crystal surfaces and those
carried out over actual catalysts run at near operating conditions. These same issues re-
late to the extrapolation of ideal theoretical results to catalysis over supported particles
under industrial conditions. The ability to bridge the materials gap requires a more com-
plete understanding of the active sites and models to represent them. For systems with
well-defined structures such as organometallic clusters, heterpolyacids and many zeolites,
there is no real materials gap since we know the location of the atoms and we can develop
reasonable models to capture the primary structure. Simulating supported metals, on
the other hand, requires modeling, or at least understanding, how changes in (1) metal-
support interactions, (2) surface structure, (3) defect sites and (4) particle shape, size
and composition all influence catalytic reactivity.

The pressure gap refers to the difference in pressure between reactions run under ultra-
high vacuum conditions and those run under actual industrial conditions. This difference
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in pressure can be of the order 1010-fold, which will significantly influence the surface cov-
erages and can affect the surface reactivity and selectivity. We have shown that the most
stable surface structures for oxides, sulfides and metals are strongly dependent on the re-
action conditions and can readily change throughout the course of reaction. This requires
the application of phase diagrams to map out the lowest energy surface structures as a
function of chemical potential. The dynamic changes that occur as the result of reaction
can be simulated using kinetic Monte Carlo simulations, provided that the elementary
processes have been measured experimentally or calculated quantum mechanically. The
simulations of catalytic surface reactions on both metals and oxides show that the system
is strongly dependent upon the total pressure, partial pressures and the temperature as
they significantly influence the total surface coverage, the relative surface compositions
and the potential reactivity.

Lock and Key Related Molecular Recognition Concepts
Chapters 2, 4 and 7

The concept of pretransition-state orientation is general to molecular catalysis. A catalyst
has to provide the optimum opportunity to stabilize reactants in a configuration that, with
minimum movement, can lead to the respective transition state. Maximum stabilization of
the transition-state free energy has to occur for the transition state. Optimum stabilization
of the pretransition-state structure requires a steric match between the shape of the
pretransition-state configuration and the catalyst cavity or the catalyst surface. This
involves a molecular recognition process.

The flexibility of the catalyst framework helps to accommodate the different steric
requirements of reactant, transition and product states. The steric match of the pretran-
sition state and the transition state should not be so tight that it prevents the entropic
movement of substrate. The product that forms must be unfavorably bound so that it
will desorb from the active site once it forms.

The induced lock and key principle refers to a flexible catalyst lattice that adapts its
shape to that of the substrate. The anti-lock and key principle refers to enantioselective
catalytic systems where the state of most unfavorable binding yields the preferred product.
The entropy difference here determines the selectivity.

Selectivity
Chapters 2, 3, 4, 5, 6

There are many factors that determine the rate of a reaction sequence that lead to a par-
ticular product. Within the same catalytic system, reaction sequences leading to different
products may compete. The two key parameters, which are important to the selectivity of
a catalytic reaction, are the difference of the rate constants of elementary reaction steps
controlled by electronic, geometric or steric parameters and the overlayer composition of
the reactive catalytic surface or occupancy of complex or cavity. This affects the rela-
tive probability for product molecule formation from the recombination or dissociation of
reaction intermediates generated during the catalytic cycle. The relative stability of the
fragment molecules determines their concentration and, hence the probability that they
are present at high enough concentration to result in a finite quantity for recombination.
Site occupancy controls also the probability of surface vacancies necessary for dissociation.
The last, for instance, is an important parameter that discriminates between associative
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and dissociative reaction steps. In addition, the differences in elementary rate constants
determine also the selectivity.

Structure-Sensitive and -Insensitive Reactions
Ensemble Effect. Chapter 3

The surface structure can affect surface reactivity electronically by changes in the degree
of coordinative unsaturation of the surface atoms, and geometrically by creating ensembles
of surface sites with different topologies.

Elementary steps which proceed through transition states in which the product atoms
remain bonded to the same metal atom are typically insensitive to the binding site topol-
ogy. This occurs for the activation of C–H and N–H bonds in molecules. Elementary steps,
however, that generate atoms or fragments that demand higher fold coordination sites
as products are typically much more sensitive to surface binding site configurations, and
hence structure sensitive. For instance, this tends to occur for reactions involving the
activation of diatomics that are strongly bound to the surface such as CO and NO. Alloy-
ing a reactive metal with an inert metal decreases the size of the reactive metal surface
ensembles that form. The activation of the adsorbed molecule is therefore suppressed.

There is an important difference in the activation barriers that result when the adatoms
that initially form upon dissociation share bonding to one or more surface metal atoms
and when they do not share bonding with the same metal surface atoms. The transition-
state energy is substantially lowered for the forward reaction when product fragments do
not bind to the same metal atoms. The barrier, however, is also reduced for the reverse
recombination reaction. The reactivity of the (100) surface as compared with the (111)
surface and the reaction at step or kink sites as compared with those on terrace sites
two good examples of this. Reactions that proceed by activation over a single metal atom
tend to be less structure sensitive. The activation barrier will change when the surface
metal atom changes coordinative unsaturation. When the reactivity of the metal atom
varies, the activation barriers for the forward and the reverse reaction move in different
directions.

Lateral Interaction Effects and Surface Reconstruction
Chapter 3

When two (or more) adsorbed atoms bond to the same surface atom(s), they experience a
repulsive interaction. When two adsorbed atoms bond to two different neighboring metal
atoms that share a metal–metal bond, they tend to experience attractive interactions.
These two rules can readily be deduced from the Bond Order Conservation principle
which indicates that the atom-surface bond strength decreases with an increase in the
number of adatoms bonded to the same surface metal atom. This change does not occur
linearly with the number of neighboring atoms or molecules, but instead tends to vary
exponentially.

The formation of an overlayer of adatoms or molecules can lead to reconstruction of
the surface metal layers. This will reduce strain in the surface layer due to the altered
metal–metal atom interactions. Often ordered surface phases are formed, in which the
adatoms have reduced reactivity, because of the increased interaction with the recon-
structed surface atom overlayer. The reactivity of the adsorbate overlayer is then limited
to the boundary atoms of the overlayer surface islands. Once ordered overlayers are formed
and the surface concentration of adatoms or molecules is further increased, bonding in
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the surface overlayer becomes weakened because more unfavorable bonding sites are oc-
cupied. The catalytically active surface species sometimes are the more weakly bonded
species in the surface overlayer.

Orbital Symmetry Control
Chapter 3

Substrate bond cleavage reactions occur with low activation energies when the unoccupied
adsorbate antibonding molecular orbitals become populated with a finite electron density
in the transition state. This is the result of electron transfer from highest occupied states
within the catalyst to the lowest unoccupied states of the reactant. Substrate bond cleav-
age and associative reaction steps often occur along a reaction coordinate that is nearly
parallel to the surface so as to stabilize the interactions between the two fragment and the
catalyst surface in the transition state. The corresponding antibonding orbital is therefore
usually antisymmetric with respect to the surface normal. Electron transfer between this
substrate orbital and the surface requires an interaction between this state and surface
orbitals of the same symmetry. At a local level, the symmetry of substrate orbitals and
local orbital fragments have to match. The corresponding local surface orbital fragments
are called group orbitals. For a substrate chemical bond crossing a surface metal atom,
the dxz or dyz atomic orbitals which are antisymmetric with respect to surface normal
can interact with the antibonding unoccupied substrate orbital. The surface atomic dz2 ,
s and pz orbitals are symmetric. Hence, atop s-atomic orbitals do not interact with the
antibonding substrate orbital fragment. This is only possible in a valley or bridging posi-
tion, where the interaction occurs now with group orbitals, which are linear combinations
of atomic orbitals. On metals with small d-orbital extensions, crossing over valleys tends
to be preferred. The interaction with the antisymmetric s-atomic orbital combinations
then dominates.

Universal Relationships
Chapter 3

Diatomic molecules adsorbed to transition-metal surfaces dissociate through tight tran-
sition states. A general Brønsted–Evans–Polanyi relationship can then be defined which
is valid for nearly all diatomic molecules that dissociate along a similar reaction path:

Eact = E0 + αEreact

The parameters E0 and α are adjustable.

Carbenium and Carbonium Ions in Zeolites and Solid Acids
Chapters 4 and 5

Transition states in proton-catalyzed reactions that occur in zeolites and other solid acids
proceed through activated intermediates close to the carbenium or carbonium ions found
in superacid solutions. A carbenium ion is a positively charged ion, that can be formed
by the protonation of an alkene. The positive charge is localized on an sp2-hybridized C
atom. A carbonium ion is a protonated saturated alkane, that forms non-classical valencies
such as a protonated σ C-C bond or a five-coordinated C atom. In zeolites, the positively
charged intermediates are compensated for by the negatively charged zeolite framework
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and are therefore intrinsically unstable. Carbonium ions decompose into carbenium ions
and neutral molecules. The carbenium ions prefer either to back-donate a proton to the
zeolite lattice or adsorb as alkoxy species.

Lewis Acidity in Zeolites
Chapter 4

One can distinguish the reactivity of soft cations such as Zn2+ or Ga+ from that of
hard cations such as Na+ or Ca2+ through the different mix of covalent and electrostatic
interactions with these cations. Whereas probe molecules such as CO bind to the hard
cations by induced polarization, their binding to soft cations is stronger as it involves
additional covalent interaction with d-electrons of the cation. Hard cations can influence
the reactivity by creating strong electrostatic fields which stabilize ionic transition states
that form as the result of charge-transfer reactions. This is seen in photochemical radical
reactions. Soft cations can activate C–H bonds heterolytically or homolytically. Zn2+,
for example, activates alkanes in a heterolytic manner, thus producing a [Zn-alkyl]+

intermediate and a zeolitic proton. Ga+, on the other hand, activates alkanes by oxidative
addition, thus forming an [HGa-alkyl]+ intermediate. The adsorbed alkyl intermediate can
undergo a subsequent β-C–H scission reaction to form the alkene product.

Pretransition-State Configuration
Chapters 4 and 7

The most stable adsorption state of a reactant molecule on the surface of a catalyst, in the
cavity of a zeolite, or within the cleft of an enzyme, typically does not have the appropriate
configuration of the reactants necessary to allow them to react directly. Therefore, they
typically have to reorient themselves before the reaction can proceed. This requires energy.
On a metal surface, this is the energy required to bring fragments close together. This
requires overcoming the repulsive lateral interaction energy, especially if they have to
share surface metal atoms. In the zeolite cavity, the adsorbed molecules may have to rotate
partially to reorient themselves, or else they can first form an intermediate with partially
broken hydrogen bonds. In the enzyme, there is reorientation of the reactants to maximize
their interaction with peptide functional groups, as well as an adaptation of the framework
to optimize the interaction geometry. The small energetic cost of this pretransition-state
orientation can have a large effect on the actual transition-state energies. The transition
state are typically lowered substantially as a result of these more favorable reactant-
catalyst structures.

Associative Versus Direct Mechanisms
Chapter 4.

The creation of a new bond between two different molecules or molecular fragments
through consecutive reaction steps is typically called a direct reaction mechanism. In
each individual reaction step, a chemical bond between the molecule or molecular frag-
ment and the catalyst surface is formed. The molecular fragments bonded to the catalyst
surface can subsequently react with a second adsorbed molecule. In an associative reac-
tion mechanism, a cluster of at least two molecules adsorbs at the reaction center. Bond
formation and cleavage reaction, now occur as a single event within the adsorbate cluster
consisting of several molecules. This is assisted by transient chemical bond formation with
the catalyst surface.
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Diffusion in Zeolites
Chapter 4

Diffusion in most zeolites cannot be accurately described as Knudsen diffusion since the
number of collisions between molecules is large compared with that with the micropore
wall. Only in the wide-pore zeolite faujasite does the diffusion constant show Knudsen-
type behavior which follows an m−1/2 dependence. In the narrow and medium pore size
zeolites, the diameter of the pore is on the order of the diameter of the molecules that we
wish to study. The diffusion is then dominated by the interactions between molecule and
zeolite wall. Once inside the zeolite, the molecules move in the shallow potential of the
micropore, hence their rate of diffusion becomes mass independent. Diffusion inhibition
occurs as the result of very narrow pore-size openings. The motion of the zeolite framework
atoms controls the diffusion barrier.

If molecules can pass one another in the pore, then an increased pore occupation
may increase the diffusion rates since molecule–molecule interactions may be weaker than
molecule–zeolite channel interactions. When molecules cannot pass one another, the phe-
nomenon known as single file diffusion may arise. In single file diffusion, which tends to
occur in one dimensional porous systems, the large reduction in diffusion rate is repre-
sented by an effective diffusion constant proportional to the center of mass of the file of
molecules occluded in the zeolite channel.

When a reaction becomes diffusion limited, the product molecules of a zeolite-catalyzed
reaction equilibrate. No equilibration, however, can take place between the inner and
outer parts of the zeolite. Equilibration within the zeolite occurs with different chemical
potentials (due to the confined space) than in the gas or liquid phase. The product
selectivity in such cases is controlled by inner zeolite equilibration.

Zeolite Medium Effects
Chapter 4

Activation of molecules by protonation depends on zeolite cavity shape and size. Charge
separation is screened by the polarization of zeolite lattice oxygen atoms. The stability of
intermediate cations strongly depends upon the steric inhibition due to zeolite curvature.
The framework of cation-exchanged zeolites behaves as a Lewis base. Heterolytic reactions
are promoted in which a proton is accepted by the basic zeolite framework.

Structure Dependence of Zeolite Reactivity
Chapter 4

The dominant interactions between the zeolite framework and the hydrocarbon are van der
Waals dispersion interactions that take place between the polarizable zeolite oxygen atoms
and the adsorbed hydrocarbon. These interactins are in addition to those between the
hydrocarbon and the protons or cations which lead to the activation of the hydrocarbon.
The overall van der Waals interaction between hydrocarbon and zeolite cavity depends
strongly on the match of hydrocarbon size and shape and that of the zeolite cavity. As a
consequence, at the same partial pressure and temperature, the micropore occupation of
different zeolites may vary significantly for the same adsorbents. This has an important
consequence on zeolite catalysis that depends on the concentration of reactant molecules
adsorbed at reaction centers. Second, it will strongly affect the rates of diffusion which
are strongly micropore occupation dependent.
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Oxygen-atom Reactivity
Chapters 4 and 5

In oxides such as V2O5 or MoO3, the M=O bond, which has a bond order of three, is
strong, and can help to abstract hydrogen atoms from the reactants. The M=O bond,
however, is too strong to be able to insert its oxygen atom into the reactant substrate. In
contrast, cation-bridging oxygen atoms are readily inserted into hydrocarbon reactants.
The bridging oxygen atom is more weakly bonded with a lower bond order. In addition,
energy is gained because of oxide reconstruction upon the oxygen transfer. This can take
on various forms. Locally, the octahedrally coordinated cations can be converted into
tetrahedrally coordinated cations. In some instances there are more dramatic changes
such as those which occur as a result of glide shear planes.

In addition, the bridging oxygen atoms of cationic clusters are highly reactive. In
zeolites, the protonation energy of the oxygen atom bridging a cationic cluster occluded
in the zeolite is higher than the protonation energy of the basic zeolite-lattice oxygen
atoms. Oxygen atoms coordinated to cations of high valency are highly electrophilic and
reactive (e.g. [AgO]+). Oxygen atoms bonded to atoms in low-valency states are usually
less reactive (e.g. AgOAg).

Proton Transfer Mechanism
Chapters 4 and 6

Since H2O will readily form a hydronium H3O+ in the presence of a proton, the coad-
sorption of H2O near a reaction complex in which heterolytic bond splitting occurs with
generation of a proton can significantly lower the activation energy of such a reaction.

Instead of direct proton transfer to a basic Lewis oxygen atom, coadsorbed H2O will
more readily accept the proton and then transfer one of its other hydrogen atoms as a
proton to the accepting oxygen atom. This two-step path can also be carried out simul-
taneously ,thus leading to more direct hydrogen shuttling path.

Hybridization at Transition-Metal Oxide/Sulfur Surface
Chapter 5

In transition-metal compounds such as metal oxides and metal sulfides, the chemical
bonding of a transition-metal cation can be rationalized using concepts derived from
organometallic chemistry such as atomic hybridization. A cation in a bulk metal com-
pound which is surrounded octahedrally by six anions can be described by six hybridized
d2sp3 oriented orbitals. A cation which is tetrahedrally coordinated is described by four
sp3 orbitals whereas that which is in a planar configuration is described by four sp2d-
hybridized orbitals. An approximate electronic structure diagram for the oxide can be
constructed by considering that each oxygen atom contributes two electrons in an s-type
atomic orbital. In an oxide, six bonding and six antibonding orbitals are then formed
between an oxygen and a d2sp3-hybridized cation. When the hybridization is sp2d or sp3,
four bonding and four antibonding orbitals are formed, respectively. The bonding orbitals
can be considered doubly occupied. Then the d-orbitals are occupied with as many elec-
trons as required for charge balance. In octahedral symmetry, three nonbonding d-orbitals
are available. In tetrahedral and planar coordination, five and four d-orbitals, respectively,
are available. At the surface, an oxygen anion vacancy creates an empty lone pair orbital
which is directed towards the vacancy. On the surface oxygen atoms, occupied lone pair
orbitals are formed. This creates surface Lewis acid and base sites.
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Pauling Charge Excess
Chapter 5

Within the ionic chemical-bonding description, the bond order of a chemical bond is
determined by the cation or anion charge divided by the number of nearest-neighbor
atoms. In a stable system, the sum of the bond orders of the bonds from the coordinating
counter ions should not differ by more than ±1

6 from the cation or anion charge. This
is the Pauling stability criterion. At a surface, the charge excess is much larger. A high
positive charge excess implies Brønsted or Lewis acidity and a large negative charge excess
implies Brønsted or Lewis basicity.

Synchronized Action
Chapter 7

Pretransition-state stabilization in enzyme catalysis occurs by a synchronized adjustment
of multiple atom positions in the enzyme. The resulting multipoint adsorption of the
reactant maximizes its interaction with the activating enzyme atoms or substituents. It
also results in an overall entropy loss. This loss becomes larger as the fit between the
reactant and the cavity created by the enzyme becomes tighter. Hence, pretransition
stabilization occurs only with an optimum motion of the enzyme atoms so that the free
energy is maximized

Influence of Aqueous Media
Chapter 6

Solvents can play an active role in promoting the reaction chemistry for a wide range of
different reactions carried out in solution. Similar effects can also be found in surface-
catalyzed reactions. In particular, protic solvents such as water help to stabilize the het-
erolytic dissociation of molecules into solution by stabilizing the charge on the anion and
the cation that form. Water is both a H+ acceptor and an OH− donor. Water can act
in a classical way to help stabilize the transition state of charged complexes over the un-
charged reactant states in catalyzing a solution-phase reaction. More interestingly, water
can actually take part in the chemistry by offering a conduit to conduct protons.

For reactions that occur over a surface carried out in a protic solvent, both homolytic
and heterolytic bond activation steps are possible. Which route prevails depends upon
various factors, which include the ability for the anion and the proton that form to migrate
into solution, while thermodynamics would suggest that both the anion and the proton
prefer to reside in the solution phase. This, however, is difficult to accomplish since an
anion that forms has a relatively strong interaction via charge transfer from the anion
into unfilled states of the metal. In addition, because of its size, the anion would also
pay a high energy penalty for desorption into solution because of the cost associated
with solvent reorganization. The protons, on the other hand, typically do not bond very
strongly to a neutral surface. In addition, they are much more mobile than the anions
and can therefore more readily shuttle off into solution.

A second alternative for the heterolytic activation path involves anion adsorption and
proton dissolution. This results in the well-known double layer seen electrochemically. In
order for this heterolytic path to proceed, the surface must be able to accommodate the
extra electron and therefore the work function of the metal must be higher than 4.8 eV.
The water here facilitates proton transfer.
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Electrocatalysis
Chapter 6

The potential that results at an electrochemical interface can significantly influence the
reactivity of the electrode surface. More negative potentials are more reducing whereas
more positive potentials are more oxidizing. The influence of the potential can be ac-
counted for by simply calculating the overall surface energies for homolytic reactions and
then shifting the energies by the potential required to match the standard hydrogen elec-
trode. A more rigorous analysis of the influence of the electrochemical potential, however,
indicates that the applied potential can significantly polarize the surface in the presence
of solution and thus lead to more enhanced changes in the chemical bonding to the surface
as well as surface reactivity.

The reactions for C–H, O–H and S–H bond activation typically involve metal atom
insertion reactions. In the presence of solution, the hydrogen that forms can be directly
transferred into solution as proton. The site dependence for these reactions, which are at
the heart of many electrochemical processes, may not be very strong. The reactivity of
terraces, steps and kinks may be quite similar. This is different to the activation of the
molecules over a metal in the gas phase, which is structure sensitive. The electrochemical
behavior will, of course, be strongly dependent upon the potential.

An alcohol or acid can adsorb at an electrode as an alkoxide or a carboxylate anion
respectively, whereas the proton is accepted by H2O. One can consider this as H2O assisted
chemisorption. On the other hand, if H2O dissociation is rate limiting, as is the case
for oxidizing conditions, OH surface species are found. The reactivity will then strongly
depend on the presence of steps or kinks.

Inner- and Outer-Sphere Reactions
Chapter 6

Coordination complexes in a solvent tend to have two reaction modes:
– Inner-sphere reactions:

Chemical reaction occurs between molecules or ions, coordinated to the central metal
atom, that are in the first coordination shell of the complex. Reacting molecules are
in direct contact with the cationic center. Bond formation or cleavage can occur by
direct (non-cation intermediated) reactions between ligands (such as H+ transfer) or
are activated by the redox center.

– Outer-sphere reactions:
Reactions occur by the interaction of a molecule or in the solvent with a molecule ion
that is a ligand of the coordination complex.

Evolutionary Adaptive Synthesis Processes
Chapter 8

The molecular recognition of a template by a self assembling system leads to preferential
assembly of a unique synthesis reaction intermediate. Through nucleation processes, the
intermediate undergoes self assembly with other intermediates and results in the formation
of cavities or channels in a substance uniquely related to the template. When the template
resembles a particular transition state, the material may have unique selectivity with
respect to the corresponding reaction.
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Self Assembly
Chapter 8

Self assembly involves the organization of molecules in a cluster or ordered system. The
structure of the self assembled state is ordered and molecules interact through weak
hydrophobic or hydrophilic interactions. Structural aspects are often important. Self as-
sembly is a process that is driven by thermodynamics. The final state is a local or absolute
minimum free energy state.

Self Organization
Chapter 8

Stationary oscillating states arise far from equilibrium when autocatalytic elementary re-
action steps are part of the catalytic cycle. Synchronizing the phase of catalytic reaction
cycles in different parts of the catalyst is assisted by delaying events such as self organiza-
tion. Overall reaction rates may show temporally varying phenomena such as oscillations
or chaotic time dependence. On the surface of the catalyst, patterns in the form of spirals
or replicating pulsars can occur. It is a property of so-called complex systems, in which
the components interact in a specific way. Excitable systems are built from autocatalytic
reactions that amplify signals and contain an inhibition reaction. When activated beyond
a particular threshold, the system may show complicated time-dependent behavior. When
the components have different diffusion rates, the system can self organize in complicated
patterns that may show replicating features.

Self Repair
Chapter 8

In addition to the changes in the chemical bonds of the adsorbates that occur during a
catalytic cycle, there are also changes in the chemical bonds of the catalyst that take place.
Some bonds are weakened whereas others are broken. These bonds must be restored upon
completing the catalytic cycle in order for the cycle to continue. This catalytic process
then is one which must contain self repair.

The Complexity of the Catalytically Reactive Phase
Chapters 2, 3 and 8

Whereas defects such as kinks or steps are often sites of unique reactivity, the reactive
phase of a heterogeneous catalyst is often locally disordered and transient in character.
In self organizing systems, these local events can be ordered in time and space. During
the course of the catalytic cycle, adsorbed molecules are converted into fragments and
subsequently transferred into product molecules which ultimately desorb. In addition to
these molecular rearrangements and transformations, the atoms on the surface of the
catalyst can also become displaced as a result of local and long-range reconstruction
processes. Diffusion, adsorption, desorption, dissociation and recombination reactions can
all occur with quite different demands on the local arrangement of atoms about the
reactive center where a specific reaction occurs and its environment.
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Templated Catalyst Synthesis
Chapters 8 and 9

Organic cations are able to complex silicate anions to form silicate complexes. These com-
plexes can condense to form ultimately microporous zeolite structures. Different templat-
ing molecules may form different microcavities. Hence zeolite synthesis is an example of
template-directed synthesis. Mesoporous materials can be prepared by using nanometer-
sized micelles preorganized as liquid crystals as a template rather than a single molecule
template.

Artificial Catalytic Chemistry
Chapter 9

Computational models that use cellular automata to simulate the reproduction of primi-
tive cells, are often composed of:

– A metabolic system of autocatlytic molecules
– Self replicating molecules that inherit genetic information
– A self organizing membrane molecule to close the system.

Such models can be developed for the computational design of catalytic systems that self
organize and adapt themselves for optimum catalytic performance. Adaptation occurs in
the reproduction process with mutation of the self-replicating molecules coupled to the
metabolic system. The metabolic system acts as the bio-immune molecular recognition
and response system. The conditions for the emergence of such a system are far from
equilibrium in the complex regime. The behavior as a function of time is unpredictable,
similar to the class 4 system proposed by Wolfram.

Biomineralization
Chapter 9

Biomineralizatoin involves the exploitation of liquid crystal or self ordering properties of
amphiphilic molecules or polymers to design inorganic materials with porous structures
ordered over several dimensional length scales.

Aggregation Kinetics
Chapter 9

The non-template-controlled synthesis of amorphous porous materials occurs through
aggregation processes in which the relative rate of chemical bond formation and rate of
component diffusion compete. The aggregates initially formed often have fractal properties
that depend on the ratio of these two parameters. Ultimate pore formation occurs via a
secondary aging process in which the walls densify.
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Computational Methods

Introduction

A comprehensive understanding of the electronic, molecular, micro- and meso-scale issues
associated with modeling catalytic processes requires a multiscale approach in order to
integrate:

1. the electronic and structural changes that govern the intrinsic reaction steps
2. the dynamics of adsorbates in the adlayer and the atoms in the catalytic surface
3. the kinetics for the physicochemical adsorption, reaction and diffusion processes
4. the fluid dynamics along with heat and mass transfer in the reactor
5. the deactivation to the catalyst over time.

This would cover changes in time-scale which range from 10−15 sec for electronic transi-
tions to months and years for deactivation phenomena. In addition, this spans a range of
length scales that cover ångstroms to meters. These same multiscale issues are apparent in
a number of other engineering systems where chemistry is important. Multiscale modeling
has, therefore, been a subject of much interest. Our focus in this book is predominantly
on the intrinsic physical chemistry and the operative catalytic kinetics. This limits the
scope to understanding structure and dynamics of the electronic, atomistic and micro-
scopic scales. This requires the integration of electronic structure methods to establish the
catalytic reaction steps and the influence of the local environment, along with atomistic
methods in order to simulate kinetics, dynamics and equilibrium.

In the three Appendices A–C, we provide a broad overview of electronic structure,
atomistic, and kinetic simulation methods along with references for readers who are in-
terested in more detailed discussions. In general, electronic structure methods are used
to solve the Schrödinger equation subject to a series of fundamental approximations.
Schrödinger’s equation describes the state of the many body N -electron system and its
corresponding energy. The solution thus provides information on the electron states in the
system, along with the population of these states with electrons. Schrödinger’s equation
can ultimately be used to calculate a wide range of different properties that are based
on the electronic structure of the system including relative energies, geometric structure,
spectroscopic signatures, and reactivity. The fundamental entity in electronic structure
methods is the electron and is based on quantum mechanics. The system is described by
the fundamental forces that act upon the electron. Quantum mechanical methods can typ-
ically be characterized as either semiempirical or ab initio. In general, ab initio methods
can be subdivided into wavefunction methods and density functional theory. Quantum
mechanical methods are necessary for modeling electron transfer processes or chemical
reaction steps since they require modeling of the changes that occur to electronic struc-
ture. Electronic structure calculations, however, are only practical for systems which have
fewer than 103 atoms for the highest level computing systems or a few hundred atoms on
more conventional computing systems.

The fundamental entity in atomistic or molecular simulations is the atom or the
molecule and is based on the fundamentals of statistical mechanics. The detailed elec-
tronic structure is no longer present, thus preventing the treatment of electron transfer,
bond breaking and bond making processes. The system is instead described by the forces
that act upon the atoms or molecule. This significantly lowers the CPU cost on a per
atom basis, thus allowing the simulation of 106–107 atoms. Atomistic simulation can be
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divided into methods for simulating equilibrium properties including structure, sorption
and phase behavior, dynamic properties such as diffusivity and thermal conductivity, and
kinetic properties such as reactivity.

A: ELECTRONIC STRUCTURE METHODS

1. General overview

The goal of quantum mechanical methods is to predict the structure, energy and proper-
ties for an N -particle system, where N refers to both the electrons and the nuclei. The
energy of the system is a direct function of the exact position of all of the atoms and
the forces that act upon the electrons and the nuclei of each atom. In order to calculate
the electronic states of the system and their energy levels, quantum mechanical meth-
ods attempt to solve Schrödinger’s equation. While most of the work that is relevant
to catalysis deals with the solution of the time-independent Schrödinger equation, more
recent advances in the development of time-dependent density functional theory will be
discussed owing to its relevance to excited-state predictions.

The following discussion on electronic structure methods is rather general in order to
provide a simple overview. More in-depth discussions can be found in a number of very
good references, including [1–11].

The time-independent Schrödinger equation is

ĤΨ = EΨ (A1)

where Ψ is the wavefunction and E is the energy of the N -particle system. Ĥ is the
Hamiltonian operator, which is comprised of the kinetic and potential energy operators
which act on the overall system wavefunction Ψ. The wavefunction can extend between
+∞ and −∞ and depends upon the positions of the atoms in the system along with
the spin of each electron. The square of the wavefunction (Ψ2) describes the probability
distribution for the N -particle system. The Schrödinger equation is actually nothing more
than a force balance on the electrons and the nuclei of the system. The Hamiltonian is
comprised of two essential terms, the kinetic energy operator, T̂ , and the potential energy
operator, V̂ . For an N -particle system, these operators can be written as

T̂ = −
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V̂ =
N∑

i=1

N∑
j>i

Vij (A3)

where Ti is the kinetic energy of particle i and Vi and Vj refer to the potential energy
terms for electronic interactions between electron–electron, electron–nuclei and, nuclei–
nuclei interactions.

A number of simplifying approximations are required to solve this N -particle system, as
will be discussed later. The first is the Born–Oppenheimer approximation, which indicates
that since the mass of an electron is nearly 2000 times smaller than the mass of a proton,
the electrons move many orders of magnitude faster than nuclear motion. Therefore,
the electronic motion can be strictly decoupled from the nuclear motion. The electronic
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wavefunction can then be solved separately for a fixed set of nuclear positions (R). The
hamiltonian for the electronic system now becomes

Ĥ = −
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+
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ZaZb

|Ra − Rb| e2 (A4)

Nuclear–Nuclear Repulsion

The first term of the hamiltonian describes the kinetic energy of the electron. The
second term describes the attractive interaction between the electron and the nuclei where
ri and Ra refer to the positions of electron i and atom a. The number of electrons is
defined as n and the number of nuclei as N . The third term describes electron–electron
repulsion. The final term refers to the nuclear–nuclear repulsive interactions. Since the
nuclear charges are decoupled from the electronic wavefunction, this summation can be
computed in a straight forward manner and does not change upon the solution to the
electronic structure.

The Born–Oppenheimer approximation[1] is usually a very good approximation since
the nuclear mass is so much greater than the electronmass[2,3]. Uncoupling the electronic
motion from the nuclear motion enables one to solve for the electronic structure for a
fixed set of nuclei. The final term, which describes electron–electron repulsion, prevents
the direct solution to the electronic structure. The solution requires convergence of the
electronic structure via an iterative scheme. This is known as the self-consistent field
approximation, which is discussed later[3,4].

Figure A1. The lowest level hierarchical structure for most quantum mechanical computational algo-

rithms. The inner loop is used to converge the self-consistent field in order to establish the electronic

structure to within a user-defined tolerance. The outer loop is used to optimize the structure to within a

defined geometric tolerance.

Nearly all quantum mechanical codes are comprised of the basic structure shown in Fig.
A1, where there are two primary nested loops. The inner loop requires the convergence
of the electronic structure for a fixed set of atomic positions. The outer loop moves the
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atoms in order minimize the forces upon each atom and to converge upon the lowest
energy of geometric structure for the system.

The initial atomic positions are necessary to describe the starting structure. The struc-
ture studied can be that of a simple molecule, a macromolecule, a bulk metal or metal
oxide, the unit cell of a zeolite, a complex system comprised of catalytic surface along
with adsorbates, solution molecules and ions, etc. Structures can be described in terms
of Cartesian coordinates, direct coordinates, or z-coordinates[5]. The electronic structure
can be mathematically represented by an infinite number of basis functions. More prac-
tically, these functions are truncated and described by a finite number of basis sets. A
wide range of different basis sets currently exist and depend on the solution method used,
the type of problem considered and the degree of accuracy required for solution. These
functions can take on one of several forms, including Slater-type functions, Gaussian func-
tions, and plane waves[6]. An infinite number of basis functions would be required for true
accuracy and the complete electronic structure. This can be relaxed to a finite number
of basis functions with some potential loss in accuracy. The number of basis functions
used is then based on the relative degree of accuracy that one desires along with the CPU
expenditures required to calculate.

The structural positions of the atoms and their basis functions are the only chemically
specific input. Of course, there are typically a number of additional variables which de-
scribe the state of the system (the number of electrons, orbital occupations and the charge
of the system), the type of calculation performed (a single point calculation, geometry
optimization, a transition-state search, a molecular dynamics simulation), instructions on
how the calculation is performed (the electronic and geometric convergence criterion, the
density mixing scheme), the relative accuracy of the calculation (expanded basis sets, in-
creased energy cutoffs, etc.), and the specifications on output that are requested (orbitals,
population analyses, density of states, frequencies, thermodynamic properties, etc.) that
are all required.

2. The Potential Energy Surface

The output from the simulation of an optimized molecular structure includes the opti-
mized atomic coordinates, which define the optimal structure, the optimized electronic
structure for these specific coordinates and the total energy for this system. A schematic
of the optimization of the O2 in the gas phase is shown in Fig. A2.

The energy for the O2 molecule is plotted at its initial starting geometry (i.e. λ= O–O
distance = 2 Å) The electronic structure is calculated and subsequently used to determine
the forces on each atom for the particular state that is being probed. These forces are then
used to determine the new positions of the atoms in the system. This process is repeated in
order to converge upon the energy for the optimized geometric structure. The results can
be used to determine a host of different molecular properties, including electron density,
electron affinity, ionization potential, relative energies for reaction processes, vibrational
spectroscopy and a wide range of other chemical properties.

As we move from the one-dimensional O2 example shown in Fig. A2, the potential
energy surface becomes much more complicated.
Figure A3, which was taken from Foresman and Frisch[5], depicts the presence of local and
global minima as well as local and global maxima. The local, and a global minima occur
when the derivative of the energy with respect to the structural degree of freedom λi is
zero for all degrees of freedom λi(dE/dλi = 0). Transition states occur at saddle points
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Figure A2. A schematic which shows the one-dimensional potential energy surface for O2 . The single

defining internal coordinate, λi, is the distance between oxygen atoms. The energy is minimized when its

derivative, with respect to changes in its Cartesian or its internal atomic coordinates, is zero (dE/dλi = 0)

and the second derivative of energy, with respect to changes in its Cartesian or internal atomic coordinates,

is greater than 0 (d2E/dλ2
i > 0).

Figure A3. A more complex three-dimensional potential energy surface. The surface displays a global

maximum and minimum (dE/dλi = 0) and transition (or saddle) points d2E/dλi
2 > 0 for all modes, λi,

except the reaction trajectory, which instead is defined as d2E/dλi
2 < 0. The graph is reprinted from

reference [10].

along the potential energy surface[2,4,5]. The derivative of the energy with respect to the
degree of freedom λi is zero for all degrees of freedom for transition-state structures. In
addition, the second derivative of the energy with respect to the degree of freedom λi is
equal to zero for all degrees of freedom λi except for the mode which corresponds to the
reaction coordinate.

3. General Electronic Structure Methods

Electronic structure methods can be categorized as ab initio wavefunction-based, ab initio
density functional theoretical, or semiempirical methods. Wavefunction methods start
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with the Hartree–Fock (HF) solution and have a well-prescribed methods that can be
used to increase its accuracy. One of the deficiencies of HF theory is that it does not
treat electron correlation. Electron correlation is defined as the difference in the energy
between the HF solution and the lowest possible energy for the particular basis set that is
used. Electron correlation refers to the fact that the electrons in a system correlate their
motion so as to avoid one another. This physical picture then points out the deficiency
of describing electrons in fixed orbital states. The electrons in reality should be further
apart than predicted by HF theory. An exact solution of the Schrödinger equation requires
the full treatment of electron correlation along with complete basis sets. Although this is
unachievable, the breakdown of the inaccuracies into correlation and basis set expansion
provides for a well-prescribed way in which to improve continually the accuracy and
approach the exact wavefunction for the N -particle system.

Density functional theory is also derived from first principles but is fundamentally
different in that it is not based on the wavefunction but instead on the electron density
of the N -particle system[7]. Hohenberg and Kohn[8] showed that the energy for a system
is a unique functional of its electron density. The true exchange-correlation functional
necessary to provide the exact DFT solution, however, is unknown. The accuracy of
density functional theory (DFT) is then limited to quality of the exchange-correlation
functional that is used.

Semi-empirical methods avoid the solution of multicenter integrals that describe elec-
tron–electron interactions and instead fit these interactions to match experimental data
[4,9,10]. We will only discuss ab initio wavefunction and DFT methods here as they are
more reliable for calculations concerning heterogeneous catalytic surfaces.

4. Ab Initio Wavefunction Methods

A series of general approximations are necessary in order to solve the Schrödinger equa-
tion. We have already introduced the Born–Oppenheimer and the time-independence ap-
proximations, which indicate that the energy of the system can be determined by solving
for the electronic wavefunction.

4.a. Hartree–Fock Self Consistent Field Approximation

The self-consistent field approximation, which was briefly introduced earlier, is used to
reduce the N -electron problem into the solution of n-single-electron systems. It reduces a
3n variable problem into n single electron functions that depend on three variables each.
The individual electron–electron repulsive interactions shown in Eq. (A4) are replaced by
the the repulsive interactions between individual electrons and an electronic field described
by the spatially dependent electron density, ρ(r). This avoids trying to solve the difficult
multicenter integrals that describe electron–electron interactions. The only trouble is that
the electron density depends upon how each electron interacts with it. At the same time,
the electron interaction with the field depends upon the density. A solution to this dilemma
is to iterate upon the density until it convergences. The electron density that is used
as the input to calculate the electron-field interactions must be equivalent, to within
some tolerance, to that which results from the convergence of the electronic structure
calculation. This is termed the self-consistent field (SCF).

This approach used in solving for n molecular orbitals within a self-consistent field is
known as the Hartree–Fock solution[11,12]. The molecular orbitals are the individual elec-
tronic states that describe the spatial part of the molecular spin orbital[3]. Electrons are
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Figure A4. The general self-consistent technique for solving the electronic structure via an iterative

approach.

fermions and have non-integral spin. The wavefunction must therefore be antisymmetric
with respect to the exchange of spin, that is, Ψ = −Ψ. The Slater determinant shown in
Eq. (A5) provides the simplest wave function with the correct antisymmetry.

Ψ(x1, x2, .....xn) =
1√
N !

∣∣∣∣∣∣∣
ψ1(x1) ψ2(x1) . . . ψn(x1)
ψ1(x2) ψ2(x2) . . . ψn(x2)

. . . . . . . . . . . .
ψ1(xn) ψ2(xn) . . . ψn(xn)

∣∣∣∣∣∣∣ (A5)

The N -electron Schrödinger equation is now reduced to n single-electron problems that
take the following form:

ĥiψi = εiψi (A6)[
− 1

2
�2 +VC (r) + µi

x

]
ψ = εiψi (A7)

where ψi refer to the individual molecular orbitals. The single-electron Hamiltonian, which
is shown here in brackets, depends upon the electronic distribution within the molecular
orbitals Ψi. This is what leads to the SCF solution scheme where the electrons simply
interact with an average potential. In this solution scheme, electron correlation which
describes the interactions between electrons is not included. This results in much of the
errors associated with the Hartree–Fock solution.

4.b. Basis Set Approximation

The molecular orbitals can be described by a linear combination of atomic orbitals (Xi)
as follows

ϕi(r) =
Nbasis∑
j=1

Cijχj(r) (A8)
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where Cij is a coefficient which relates the atomic orbital j to molecular orbital i. This is
known as the basis set approximation[14]. More generally, the basis functions presented in
Eq. (A8) do not have to be atomic orbitals but can simply be a series of basis functions
used to describe the molecular orbitals. Atomic orbitals tend to be the most natural choice
of basis functions for molecular-based systems. Gaussian- or Slater-type basis functions
are often used because they are easier to solve for computationally[2,4]. Solid-state systems
described by periodic methods, on the other hand, are more naturally represented by using
periodic plane wave basis functions[13]. In theory, the most accurate solution would require
an infinite number of basis functions. Instead, the number of basis functions is truncated
to a smaller set which is still able to capture the essential features of the wavefunction.
The accuracy can improve by increasing the number and extent of the basis orbitals[14].
In the atomic basis scheme, for example, one can increase the number of basis functions
on each atom to increase the size and spatial extent. In addition, polarization and diffuse
functions can also be added to improve the displacement of electron density away from
an atom in a particular environment as well as its spatial extent[2,4]. In periodic systems,
the number of plane waves must be expanded[13].

Full ab initio treatments for complex transition metal systems are difficult owing to
the expense of accurately simulating all of the electronic states of the metal. Much of the
chemistry that we are interested in, however, is localized around the valence band. The
basis functions used to describe the core electronic states can thus be reduced in order
to save on CPU time. The two approximations that are typically used to simplify the
basis functions are the frozen core and the pseudopotential approximations. In the frozen
core approximations, the electrons which reside in the core states are combined with the
nuclei and frozen in the SCF. Only the valence states are optimized. The assumption here
is that the chemistry predominantly takes place through interactions with the valence
states. The pseudopotential approach is similar.

Figure A5. A schematic showing the comparison of the full electron wavefunction and the pseudopoten-

tial-derived wave function. The strongly bound core electrons are replaced by a smoother analytical

function. This schematic was adapted from Payne et al.13].

The valence electrons oscillate in the core region as is shown in Fig. A5, which is difficult
to treat using plane wave basis functions. Since the core electrons are typically insensitive
to the environment, they are replaced by a simpler smooth analytical function inside the
core region. This core can also now include possible scalar relativistic effects. Both the
frozen core and pseudopotential approximations[13,15,16] can lead to significant reductions
in the CPU requirements but one should always test the accuracy of such approximations.



Computational Methods 431

4.c. Hartree–Fock Solution Strategy

The single-electron wave equations from Eq. (A6) can be written in a more compact
matrix form as the following equation:

F tCt = SCtε (A9)

where F t, Ct and S refer to the Fock, orbital coefficient and orbital overall intergral
matrices, respectively. ε is a diagonal matrix which is comprised of the molecular orbital
energies[5,16,17]. Hall[17] and Roothaan[18], simultaneously, proposed a solution strategy
to solve the Hartree–Fock system based on the following secular equations:

N∑
ν=1

(
Fµν − εiSµν

)
cνi = 0 (A10)

where Fµν refers to the Fock operator elements, Hµν are the Hamiltonian elements, Sµν

are the overlap integrals for electrons in orbitals µ and ν, and Cνi are the molecular
orbital coefficients. These matrix elements are defined by the following equations:

Fµν = Hcore
µν +

N/2∑
i

Nbasis∑
λ

Nbasis∑
σ

CνiCσi

[
2(µν|λσ)− (µσ|λν))

]
(A11)

Hcore
µν =

∫
dr1χµ(r1)h(r1)χ∗

ν(r2) (A12)

Sµν =
∫

dr1χµ(r1)χ∗
ν(r1) (A13)

The terms (µν|λσ) and (µσ|λν) are electron repulsion integrals:

Jij = (µν|λσ) =
∫ ∫

dr1 dr2 χµ(r1)χ∗
ν(r1)

1
r12

χλ(r2)χ∗
σ(r2) (A14)

Kij = (µσ|λν) =
∫ ∫

dr1 dr2 χµ(r1)χ∗
σ(r1)

1
r12

χλ(r2)χ∗
ν(r2) (A15)

which more specifically refer to the Coulomb (Jij) and exchange (Kij) interaction between
an electron and other electrons in the system.

The specific orbital energy levels can be written in terms of core Hamiltonian elements
along with the Coulomb and exchange energies as follows:

εi = Hcore
ij +

N/2∑
j=1

(2Jij − Kij) (A16)

The total energy of the ground-state system can then be written as:

EHF =
1
2

N∑
µ=1

N∑
ν=1

Pµν

(
Fµν + Hcore

µν

)
+

nucl∑
a�=b

qaqb

|Ra − Rb| (A17)
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where P is the charge density matrix which is made up of the elements, Pλσ, which are
comprised of the orbital coefficients Cλi and σi evaluated over all occupied orbitals:

Pλσ = 2
occupied∑

i=1

CλiC
∗
σi (A18)

The spatial electron density ρ(r) is defined by the density matrix elements as follows:

ρ(r) =
∑
µ=1

∑
ν=1

Pµν φµ(r)φυ(r) (A19)

The solution strategy for solving for the self-consistent field and the final energy in the
basic Hartree–Fock theory is shown in Fig. A6. The user starts with a simple guess for
the initial ρ(r) density or the orbital coefficient matrix, C. The coefficient matrix can
then be used to calculate the Fock elements. The Hamiltonian and overlap elements
are also computed and used to solve the Roothan–Hall equations. This results in a new
set of orbital coefficients along with the overall energy for the system. The new orbital
coefficients are used to calculate new density and Fock matrix elements along with a new
system energy. The procedure continues until the calculated density (orbital coefficients)
is the same as that which was used in the input to the problem. The results ultimately
provide the electron density, orbital overlap and the final energy state levels of the system.

Figure A6. Schematic illustration of the basic solution strategy for solving for the self–consistent field

and the final energy in Hartree–Fock methods.

For more in-depth discussions the reader is referred to texts by Jensen [2], Szabo and
Ostlund[18], Levine[3], and Leach [4]

5. Advanced Ab Initio Methods

The Hartree–Fock solution strategy avoids the direct solution of electron–electron inter-
actions but instead replaces these interactions by a mean field approach. This ignores the
fact that the motion of individual electrons may be correlated. The schematic shown in
Fig. A7 indicates that as the electron from point 1 moves toward point 2 , the electron
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at point 2 would likely move due to repulsive interactions between the two. The electrons
therefore should have correlated motion. By definition, the difference in the energy calcu-
lated by Hartree–Fock theory for a specific basis set which treats the systems as a mean
field (without correlation) and the exact energy is the correlation energy. There are two
primary strategies for treating correlated motion between electrons. Electrons with the
same spin behave differently to electrons with opposite spins. The basic Hartree–Fock
theory already includes the treatment of electrons with the same spin by virtue of the
fact that the wavefunction is required to be antisymmetric. Hartree–Fock theory, however,
does not treat appropriately the interaction of electrons which have opposite spins. The
wavefunction of the system, Ψ, cannot be described by a single determinant.

Three general approaches have been developed to treat electron correlation:

1. Configurational Interaction (CI),
2. Many Body Perturbation Theory
3. Couple Cluster (CC) theory.

The methods are briefly described below. More detailed discussions on each of these
methods can be found elsewhere[2,14].

Figure A7. A schematic cartoon illustrating the basic idea behind electron correlation. The movement

or position of electron 1 should be correlated with the movement or position of electron 2 owing to the

repulsive interactions that exist between the two.

5.a. CI Methods

The general solution strategy for CI methods is to construct a trial wavefunction that is
comprised of a linear combination of the ground- state wavefunction Ψ0 and excited-state
wavefunctions Ψ1, Ψ2, etc. The trial wavefunction is shown in Eq. (A20), along with
possible excited states Ψ1 and Ψ2:

Ψ = C0Ψ0 + C1Ψ1 + C2Ψ2 + . . . (A20)

The trial wavefunction can include the exchange of 1, 2 or 3 electrons from the valence
band into unoccupied orbitals; these are known as CI singles (CIS), CI doubles (CID)
and CI triples (CIT), respectively. CIS, CISD, and CISDT are methods configurational
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Scheme A1. Groundstate Ψ0 , single-excited state Ψ1 , double-excited state Ψ2

interaction methods which allow for single, single/double and single/double /triple ex-
citations (see Scheme A1). All of these methods are based on the variational principle,
which allows one to optimize the coefficients before each of the trial determinants shown
in Eq. (A20). A full configurational interaction exchange (Full-CI) would involve all pos-
sible electron substitutions into the full manifold of occupied and unoccupied states. The
Full-CI expression is Eq. (A21)

ΨCI = C0ΨSCF +
∑

s

CSΨS +
∑
D

CDΨD +
∑
T

CT ΨT + . . . (A21)

where CS , CD, and CT refer to the coefficients for the singly, doubly or triply excited
states. The actual wavefunction now contains contributions from the ground state wave
function Ψ0 and all of the other possible determinants. In addition to expanding the num-
ber of potential states, the coefficient multipliers for each state, Ci, can be optimized by
variationally minimizing the energy. Full-CI calculations are computationallydemanding,
and therefore, full-CI is possible only on very small systems. The multireference frame-
work, however, provides a well-defined scheme for systematically improving the level of ac-
curacy. Since these calculations are variationally optimized, the solutions should approach
an accurate solution as the number of excitations increase. The full-CI then should begin
to provide exact solutions within the limit of the basis set expansion. This will overcome
the mean field approximation that is introduced in using Hartree–Fock.

All of the CI methods described so far are considered single determinant wavefunctions.
Multiconfigurational SCF methods use multiple determinants[2,14]. In these methods, the
coeffficients that multiply each state in Eq. (A21) and also the molecular orbital co-
efficients used to construct the determinants must also be optimized. This involves an
iterative SCF-like approach.

The second critical approximation that needs to be improved in order to improve accu-
racy is that of the limited basis functions used. Expanding the number of wavefunctions
will help increase the resolution and accuracy. Figure A8 suggests that the most efficient
improvement in accuracy come from increasing the CI treatment and basis set expansion
together. The crudest HF basis set is that of a single valence. This can be improved by
going to split valence, double valence, and triple valence along with adding polarization
and diffuse functions. These increase the number of basis functions considerably, allowing
for a more complete mathematical treatment of the wavefunction of the system.
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Figure A8. A comparison of model chemistries and their consistent improvement in accuracy as one

increases both the correlation treatments and the completeness of the basis set. The optimal approaches

for given CPU resources lie along the diagonal in that both the correlation and basis set are at optimal

positions. Adapted from Head-Gordon [14] and Foresman and Frisch [5].

5.b. Many-Body Perturbation Theory/Møller–Plesset (MP) Perturbation
Theory

Many-body perturbation theory is based on the premise that the Hamiltonian from HF
theory provides the basic foundation for the solution of the electronic structure and that
configurational interactions can be treated as small perturbations to the Hamiltonian.
The Hamiltonian is, therefore, written as the sum of the reference (HF) Hamiltonian
(HO) and a small perturbation H′:

H = H0 + λH ′ (A22)

where λ is a variable which describes the relative degree of perturbation. The perturbation
is derived from the constructs of the true Hamiltonian and is equal to nuclear attraction
and electron repulsion terms.

The wavefunction and the energy can then be written as a Taylor series expansion.

E = λ0E0 + λ1E1 + λ2E2 + λ3E3 + . . . (A23)
Ψ = λ0Ψ0 + λ1Ψ1 + λ2Ψ2 + λ3Ψ3 + . . . (A24)

The terms E1, E2, E3, Ψ1, Ψ2, Ψ3, etc, are the higher order corrections to the energy and
the wavefunction. The higher order corrections are solved subsequent to the unperturbed
solution of Ψ0 and E0 from the H0 Hamiltonian.

The solution mechanism described is quite general. The most common choice for the
reference of the unperturbed Hamiltonian operator is the sum over Fock operators. This
is known explicitly as Møller–Plesset (MP) perturbation theory[2,19].

Most systems can be solved using relatively low perturbation orders, i.e. MP2 or MP4.
MP2 can typically recover 80–90% of the correlation energy[2]. MP4 usually provides a
reliably accurate solution to most systems. Nearly all of the studies where MP methods
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have been used to examine catalysis, however, have been performed at the MP2 level
owing to the size and complexity of the systems modeled.

5.c. Couple Cluster Methods

Couple cluster methods differ from perturbation theory in that they include specific cor-
rections to the wavefunction for a particular type to an infinite order. Couple cluster
theory therefore must be truncated. The exponential series of functions that operate on
the wavefunction can be written in terms of single, double and triple excited states in
the determinant[2,14]. The lowest level of truncation is usually at double excitations since
the single excitations do not extend the HF solution. The addition of singles along with
doubles improves the solution (CCSD). Expansion out to the quadruple excitations has
been performed but only for very small systems. Couple cluster theory can improve the
accuracy for thermochemical calculations to within 1 kcal/mol. They scale, however, with
increases in the number of basis functions (or electrons) as N7. This makes calculations
on anything over 10 atoms or transition-metal clusters prohibitive.

Returning to Fig. A8, there is a well-prescribed way of improving the accuracy for ab
initio-based wavefunction calculations[2,14]. This involves an increase in the level of CI
from:

HF < MP2 < CCSD < CCSD(T) < CCSDT(Q) � Full CI

and also an increase in the relative extent of the basis set from:

single zeta (SZ) < double zeta (DZ) < double zeta with polarization (DZP) < triple
zeta with double polarization (TZ2P)

Higher level CI calculations provide the most accurate predictions of properties includ-
ing structures which can be determined to within 1%, reaction energies and enthalpies
to within 1 kcal/mol, free energies to 2 kcal/mol and acid strengths to less than 2 pKa

units.
This increase in accuracy, however, comes with a significant price in terms of CPU.

Hartree–Fock formally scales as N4 but most current methods can bring this down to N .
The scaling for different CI methods, however, follows

MP2(N5) < CISD, MP3 and CCSD(N6) < MP4 and CCSD(T)(N7).

The application of these methods has been limited in the area of catalysis since the
sizes of the systems of interest are typically too big to handle at any level above MP2.

6. Density Functional Theory

6.a. Theory

The development of density functional theory (DFT) has had a tremendous impact on
modeling heterogeneous catalytic systems. There are now a number of reviews which
describe the application and impact of DFT on catalysis. The relative accuracy of DFT,
along with the size of the systems that it can handle, makes it attractive for modeling
heterogeneous catalytic systems[20−22,34]. Density functional theory is “ab initio” in the
sense that it is derived from first-principles and does not require adjustable parameters.
DFT methods formally scale as N3 and thus permit more realistic models of the intrinsic
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reaction than can be afforded by higherlevel wavefunction-based methods. The theoretical
accuracy of DFT, however, is not as high as the higher level ab initio CI wave function
methods.

Density functional theory can be traced to the developments by Thomas[23], Fermi[24]

and Dirac[25] in which electron correlation was treated as a functional of the electron gas.
The practical application of DFT theory, however, is attributed to work of Hohenberg
and Kohn, who formally proved that the ground-state energy for a system is a unique
functional of its electron density[8]. Kohn and Sham extended the theory to practice by
showing how the energy could be partitioned into kinetic energy for the motion of the
electrons, potential energy for the nuclear–electron attraction, electron–electron repulsion
which involves with Coulomb as well as self interactions and exchange correlation which
covers all other electron–electron interactions[26]. The energy of an N -particle system can
then be written as

E[ρ] = T [ρ] + U [ρ] + EXC [ρ] (A25)

Kohn and Sham demonstrated that the N -particle system could be rewritten as a set
of n-electron problems (similar to the molecular orbitals in wavefunction methods) that
could be solved self-consistently in a manner which was similar to the SCF wavefunction
methods[26]. Namely,

Ĥψi = εiψi (A26)

or more specifically

[
− h̄2

2m
�2 +Vion(r) +

e2

2

∫
ρ(r)ρ(r′)
|r − r′| d3r + VXC (r)

]
ψi(r) = εiψi(r) (A27)

The first three terms are similar to HF theory, thus corresponding to the kinetic energy
of the electron, the potential for nuclear–electron attractive interactions and the Hartree
repulsive interactions between electrons. The final term, VXC (r), corresponds to the ex-
change correlation potential which is the derivative of the exchange correlation energy
with respect to the density. This is more formally recognized as the chemical potential
and written as

µXC(r) =
δEXC [ρ(r)]

δρ[r]
(A28)

The total energy of the system is then defined as

E[{ψ}] = 2
∑

i

ψi

[
− h̄2

2m

]
�2 ψd3r +

∫
Vion(r)ρ(r)d3r+

e2

2

∫
ρ(r)ρ(r′

|r − r′| d3rd3r′ + EXC

[
ρ(r)

]
+ Eion({Ri}) (A29)

The energy is formally a function of the density. The density of the system is still written
as the sum of squares of the Kohn–Sham orbitals:

ρ(r) =
∑
OCC

|ψi(r)|2 (A30)
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The Kohn–Sham equations are solved in a very similar manner to that used to solve the
Hartree–Fock system in that one iterates on the correct spatial distribution of the electron
density.

In the theory presented thus far, DFT can be considered as an exact approach. Unfor-
tunately, the exchange correlation energy is not known. It is at this point where approx-
imations must be introduced in order to solve the electronic structure problem.

The most basic solution to Eq. (A27) is to invoke the local density approximation which
assumes that exchange-correlation per electron is equivalent to the exchange correlation
per electron in a homogeneous electron gas which has the same electron density at a
specific point r. This is typically written as:

EXC(r) =
∫

ρ(r)εXC

[
ρ(r)

]
dr (A31)

The local density approximation (LDA) is valid only in the region of slowly varying
electron density. The LDA approximation is obviously an oversimplification of the actual
density distribution and is well-known to lead to calculated bond and binding energies
that are over-predicted[27] .

One of the primary shortcomings of the local density approximation is that the ex-
change correlation charge distribution is not spherically homogeneous. Non-local gradient
corrections are introduced to allow for non-spherical electron density distributions [2,7,27].
As such, the correlation and exchange energies are functionals of both the density and the
gradient with respect to the density. These gradient corrections take on various different
functional forms which include the BP86 (Becke[28] and Perdew[29] corrections), PW91
(Perdew–Wang exchange functional)[30], PBE (Perdew–Burke–Ernzerhof)[31] or RPBE
(Revised PBE functional)[32]. By way of example, the widely used Becke (B88) correction
to the Local Spin Density Approximation to the exchange is given by

Eg
x = b

∑
σ

ρσx2
σ

|1 + 6bxσ sin h−1xσ
dr (A32)

where

xσ ≡ �ρ

ρ
4/3
σ

(A33)

The functional takes on the correct r−1 asymptote behavior. xσ is the dimensionless
density gradient shown in Eq. (A33) and ρσ is the density. The term b is simply a fitting
parameter for the energy that is regressed against atomic data. Despite the importance
of the exchange correlation functional, there is no formal path toward the development of
more accurate functionals. The accuracy of DFT is therefore typically less than what can
be expected from higher level ab initio methods such as coupled-cluster theory[2,5]. More
recent developments in functionals attempt to couple an exchange component derived
from Hartree–Fock theory which provides for a more exact match of the exchange energy
for single determinant systems along with the correlation (and exchange) calculated from
LDA theory in “hybrid” functionals. The most notable is the B3LYP functional, which
is a combination of the Lee, Yang and Parr functional and the three-parameter model by
Becke[33]:

EB3LY P
X = a0H

HF
x + (1 − a0)ELDA

x + axEB88
x + (1 − ac)EV WN

C + acE
LY P
c (A34)
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The theoretical chemistry community developed density functional theory for finite
molecular systems which involve molecules and cluster models that describe the catalytic
systems. They use the same constructs used in many ab initio wavefunction methods,
i.e. Gaussian or Slater basis sets. The solid-state physics community, on the other hand,
developed density functional theory to describe bulk solid-state systems and infinite sur-
faces by using a supercell approach along with periodic basis functions, i.e. plane waves[9].
Nearly all of our discussion has focused on finite molecular systems. In the next section
we will describe in more detail infinite periodic systems.

6.b. Periodic Density Functional Theory Algorithms

The cluster approach described so far can nicely begin to capture the local surface chem-
istry but is limited in terms of describing metals or metal oxides that take on more
bulk-like characteristics including electronic, optical, and magnetic properties. In addi-
tion, there are also more practical considerations for solid-state periodic calculations which
include the ability to examine readily surface relaxation and reconstruction effects, higher
surface coverages, and the degree of adsorbate ordering. The calculations for surfaces then
are likely more easily modeled using a supercell approach along with plane wave basis
functions[13]. The supercell is defined by three lattice vectors as well as the length along
these vectors, thus providing a 3-D unit cell. The supercell is used to replicate the system
infinitely along all three vectors using periodic boundary conditions, thus simulating the
solid state. This is shown for the bulk structure of Pd in Fig. A9A. For three-dimensional
bulk systems this is straightforward. The simulation of surfaces, however, requires that
the metal atoms be truncated along the vector perpendicular to the surface and replaced
with a vacuum region[13,21,34]. The unit cell is still repeated periodically along all three
vectors. In this case, however, the result is a set of periodic slabs of some metal thickness
sandwiched between two vacuum regions as shown in Fig. A9B.

Figure A9. Three-dimensional supercells used to replicate the bulk Pd metal and the Pd(111) surface

with adsorbed ethylidyne.

The wavefunction, according to Bloch’s theorem, is one which contains a wave-like portion
[the exponential term in Eq. (A35)] and a periodic cell portion [the fi(r) term in Eq. (A35)
and (A36)][13]. The wavefunction is expanded so as to take on the same periodicity of the
lattice, where G defined in Gl = 2πm is the reciprocal lattice vector and m is an integer.
The wavefunction is described by the summation of plane waves expanded out to a chosen
cutoff energy. k is the symmetry label in the first Brillouin zone.
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ψi(r) =
∑
G

ci,k+ Gexp
[
i(k + G)r

]
fi(r) (A35)

fi(r) =
∑
G

ci,Ge[iGr] (A36)

The choice of the cutoff energy dictates the expansion of the wavefunction. Increasing the
cutoff energy is, therefore, similar to increasing the number of orbitals in a molecular cal-
culation in that in increases the accuracy by allowing for more expansive wavefunction[13]

The numerical integration for periodic solid-state systems is typically carried out in
reciprocal space where the first Brillouin zone is divided and described by a finite number
of k-points. The k-points describe the sampling of the electronic wavefunction. Observ-
ables such as the energy and the density are integrated over all k-points within the first
Brillouin zone. Chadi–Cohen[35] and Monkhorst–Pack[36] are two particular approaches
that have been developed to provide an optimal division of special k-points so as to pro-
vide a reasonably accurate description of the electronic potential. The total energy of
the system should converge with increasing number of k-points since the increase in the
number provides for a more dense k-point mesh and finer sampling of the Brillouin zone.
The single particle wavefunctions are then described by plane wave basis sets that obey
Bloch’s theorem[13].

Although plane waves are the natural choice for periodic systems, they pose difficul-
ties in accurately solving for the wavefunction near the core of the nuclei. The orbitals
near the nuclei core are tightly bound and have significant oscillations, both of which
make it difficult to model using expanded plane waves. They require an extensive num-
ber of plane waves, which is CPU intensive. Since most of the chemistry occurs via the
valence electrons, the detailed electronic structure of the core can be avoided by using
pseudopotentials. The pseudopotential approach, which was discussed earlier, substitutes
the strong ionic potential and valence wavefunction with a weaker pseudopotential along
with peudo wavefunctions. The pseudopotential removes the radial nodes in the core re-
gion and matches the valence electron wavefunction outside of the core region. This was
shown in Fig. A5.

To summarize, the main differences between the molecular and periodic DFT calcula-
tions involve:

1. the periodic replication of the unit cell which is described in a plane wave formalism
as opposed to the local finite molecular system.

2. the basis set expansion is controlled by the cutoff energy in the periodic system
rather than by the number orbitals as it is in the molecular system.

3. the description of the system in reciprocal space verses real space for molecular
systems.

Other than these differences, the solution strategy is essentially the same for solving both
the molecular and periodic systems.

We have outlined here some of the main features in density functional theory. A number
of other developments have occurred since its inception. Wimmer[6] elegantly captured
some of the different approaches and how they differ with respect to the fundamental
Kohn–Sham equations. An adaptation of one of his figures is give here in Fig. A10.
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Figure A10. A suite of options available in the solution of the Kohn–Sham equations for density func-

tional theory. This figure nicely captures some of the essential differences that exist between the full

spectrum of different DFT codes that currently exists. Adapted from Wimmer [6].

7. Model Versus Method Accuracy

Method accuracy describes the relative accuracy of a quantum mechanical method based
upon how well the quantum mechanical method can accurately predict electronic structure
and energetics for an exact molecular structure or system[5,14]. In modeling heterogeneous
catalytic systems, we seldomly can model all of the atoms in the system and must make a
choice on how many atoms to include in the model of the active site and its environment.
The size of the model used to describe the reaction environment can be critical to obtaining
reliable numbers. While the calculations of small molecules such as NO, CO, ethylene, and
NH3 on a single metal atom can be performed accurately by fairly using couple cluster
theory, its relationship to the adsorption of these molecules on a metal surface is rather
poor since a single metal atom cannot accurately represent the electronic structure of
the metal surface. We describe this as the “model” accuracy as opposed to the method
accuracy, which has been the focus to this point. In order to model catalytic systems,
both the method and model accuracies need to be balanced. Most of the current efforts
with heterogeneous catalytic systems have used density functional theory primarily to
improve the model accuracy since DFT scales as N3 and can thus allow the simulation
of hundreds of atoms rather than 20 atoms or less. The scaling for some of the methods
and the number of atoms that can be treated is shown in Fig. A11.
The relative accuracy of density functional theory methods for catalytic systems suggest,
that the structures can typically be optimized to within 0.05 Åand 1◦ in terms of bond
lengths and angles, respectively[27] . Spectral properties such as infrared, Raman, and
NMR can be predicted to within about 5% of the known experimental values. Optical
properties which require excitation energies are less reliable for standard DFT methods.
Time-dependent density functional theory, however, provides for a better estimation of
these properties. The binding energies and overall reaction energies from DFT methods
are typically on the order of 5–8 kcal/mol in terms of accuracy[22,27,37]. This is not the
1 kcal/mol level of accuracy required for engineering purposes. In addition, there are
also known outliers which are beyond the accuracy ranges cited. The accuracy of DFT
methods is currently controlled by the exchange correlation energy functionals that are
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Figure A11. A comparison of the scaling and the approximate number of heavy atoms that can be

handled by different theoretical treatments in the general order of increasing scaling and increasing

accuracy. While the CISD and QCISD methods provide much more accuracy, the systems that can be

examined are significantly smaller.

employed. These functionals, as discussed earlier, are somewhat arbitrary and therefore
there is no systematic way of improving their accuracy. Despite these limitations, there is
a wealth of current activity by various groups around the world towards the development
of more accurate exchange correlation potentials.

8. Advancing to Larger Systems

There are various approaches that have been used to begin to simulate larger systems. The
two most notable are the quantum-mechanical embedding and linear scaling methods.

8.a. (Quantum-Mechanical) Embedding

Quantum mechanical embedding involves dividing the reaction environment into different
regions which are each treated using a different level of theory. The atoms directly con-
nected to the actual reaction site are treated with a higher level of theory whereas those
atoms which are further removed are treated with a lower level. The greatest difficulty
comes in linking two different regions together. The link region is usually defined in order
to provide an adequate transfer of information between the inner and outer regions. The
different regions are shown schematically in Fig. A12 for the adsorption site in a zeolite.

Figure A12. A schematic picture of the process of embedding for benzene adsorption at a metal oxide

cluster fixed into the pore of a zeolite. The inner region which defines the adsorption site can be treated

with a higher level of theory whereas the outer region is defined with a significantly lower level of theory

such as force field. An overlap or “link” region is defined between the two in order to transfer information

effectively between the two models.
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The QM energy for this system is then calculated by the following equation:

EQM(System) =EQM(Core)+EMM(System)−EMM(Core) (A37)

where EQM(Core) refers to the QM energy calculated for the inner core region only.
EMM(System) – EMM(Core) refers to the difference in energy between the full system
calculated using the lower level of theory and the core region using the lower level of
theory. Although MM refers to molecular mechanics, it is not restricted to molecular
mechanics. It can be any method which is a lower level method which is faster than the
QM region of the core.

The ability to divide a system into separate regions and solve the inner system with
a rigorous method and the outer region with a much faster method is fairly powerful. It
allows for the simulation of systems comprised of O (104) atoms. In addition, it enables
one to increase the accuracy of a particular calculation by using high-level CI calculations
to describe the central QM core region.

The earliest efforts in this area are ascribed to work by Warshel and Karplus[38]. It
was not until the 1990s when it began to take on a much more active following. Perhaps
the most widely used scheme is the ONIOM method, which was developed by Vreven
and Morokuma[5,39]. This is a general approach which is now part of the Gaussian suite
of codes[123]. In the ONIOM method implemented into Gaussian, the user can choose
between various methods for both the core and exterior regions. Homogeneous catalytic
systems, zeolites, and enzymes have all been modeled by using DFT or higher level quan-
tum mechanical treatments for the core region and force field models to describe the
external region. They can therefore capture the local reaction chemistry and also begin
to describe the longer range effects.

For supported metal and metal oxide systems, one typically has to resort to using two
different QM methods owing to the lack of accurate force fields or empirical potentials to
describe these systems. Both Whitten and Yang[40] and Govind et al.[41] have developed
schemes which embed more accurate CI wavefunction methods into lower level QM meth-
ods in order to provide for more accurate descriptions than DFT. Sauer’s group has used
standard ab initio methods along with shell models to describe the oxide environment for
zeolite systems[42,43].

8.b. Linear Scaling

A number of recent efforts have been focused on improving DFT’s N3–N4 scaling down to
N . Linear scaling would thus enable one to examine much larger heterogeneous catalytic
systems as well as biocatalytic systems. One of the inherent difficulties in developing
linear scaling methods resides in the Coulomb electron–electron repulsion integrals shown
in Eq. (A38) which formally scale as N4.

(
µν|λσ

)
=

∫∫
µ(1)ν∗(1)

1
r12

λ(2)σ∗(2)dr1dr2 (A38)

Very fast multipole methods have been developed in order to calculate these electron
repulsion integrals[44,45]. The near field is determined by analytical Gaussian calculations.
The far field is calculated using multipole expansions to treat the distant charges and their
interactions. The scaling for this approach has been reduced to N1.35. Fast quadrature
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methods for calculating the exchange correlation potentials have also been developed
to improve scaling. In addition, there have been developments to provide linear-scaling
approaches to the diagonalization of the density matrix. Traditional quantum mechanical
methods are based on wavefunctions which characterize eigenstates for discrete energy
levels. Orthogonality requirements on the wavefunction thus lead the system to scale
as N3. As the system grows larger, the wavefunction must extend over a much larger
volume, thus increasing in larger basis sets[46] . In addition, more wavefunctions must be
orthoganolized with respect to one another. These issues lead to N3 scaling. The newer
methods provide novel means of diagonalizing the density matrix to preserve linear scaling.

Siesta (the Spanish Initiative for Electronic Structure of Thousands of Atoms) is a
self-consistent DFT method that demonstrates linear scaling for very large systems[47].
They do so by using flexible numerical atomic basis sets and localized linear occupations
of orbitals. In addition, they project the electronic wavefunction and density onto real
space grid in order to calculate Hartree and exchange correlation potential and matrix
elements. The long-range features of the potential are eliminated by screening with local
atomic electron density. Various other techniques are also employed to reduce the order
dependence. Siesta has now been used to simulate various different systems. Simulation
system sizes can begin to approach 10,000 atoms.

9. Ab Initio Molecular Dynamics

Classical molecular dynamics simulations have proven to be invaluable in determining
the structure, sorption and diffusion of organic molecules in various systems, including
vapor, liquid, and mesoporous solid systems where accurate force fields and interatomic
potentials have been derived. They fail, however, for systems which are not parameter-
ized, including transition metals and transition metal oxides and sulfides. In addition,
MD simulations can not be used to simulate chemical reactions or systems where electron
transfer is important since the force fields are based on interatomic interactions with no
treatment of the electronic structure. Simulating the dynamics of the electronic structure
of a system requires the ability to follow the changes to the electronic structure as a func-
tion of time. Full quantum dynamic simulations present a significant challenge even for
the simplest of systems. Fortunately, most systems obey the Born–Oppenheimer approx-
imation, thus allowing us to separate out changes in the electronic and nuclear structure.
As such, one can propagate the electronic structure with changes in the nuclear positions
that result from molecular dynamics. In this way, one can do away with the necessity for
an empirical force field. Instead, ab initio calculations are performed “on-the-fly” during
the MD simulation to provide the forces on all of the atoms. These forces are then used to
integrate the classical Newton’s equation of motion to find the new positions of the ions
at the next point in time. In order to ensure accuracy, the time step used in the dynamics
must be significantly shorter than that of the fastest processes. For bond making and
breaking reactions, this is typically on the order of about 0.05 fs[48,55,57].

Ab initio molecular dynamics methods can roughly be divided into two classifications:
Born–Oppenheimer Molecular Dynamics and Car–Parrinello Molecular Dynamics[55,56].
In both simulations, the wavefunction is propagated with the changes in the nuclear
coordinates. In the Born–Oppenheimer MD approach, the forces on each of ions are
explicitly calculated at each MD time step. As such, the system directly follows the Born–
Oppenheimer surface. The primary drawback of the Born–Oppenheimer MD approach
relates to the fact that time-intensive electronic structure calculations must be converged
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at each time step throughout the simulation. In a landmark paper in 1985, Car and
Parrinello demonstrated that the electronic structure could be propagated directly with
the nuclear structure by treating the electron wavefunction as a particle with a fictitious
mass[50]. This saves significantly on CPU efforts since the electronic wavefunction need
not be calculated for each time step. The details of both the Born–Oppenheimer and
Car–Parrinello methods are given in excellent reviews by Marx and Hutter[55a], Iftime et
al.[55b], and Trout[57]. We simply try to cover some of the salient features of both methods
below.

9.a. Born–Oppenheimer Ab Initio Molecular Dynamics.

As was discussed in the previous section, Newton’s equations of motion result in the
following expression:

MI

..
RI(t) = −∇IV

approx
e

(
{RI(t)}

)
(A39)

where MI is the mass of ion I,
..
R is the acceleration of ion I and V approx

e is the effective
potential energy which is typically determined by empirically derived two- and three-body
interaction potentials. The quality of the simulation results resides in the accuracy of the
parameterized force field defined by V approx

e .

In the ab initio Born–Oppenheimer molecular dynamics approach, the force field is
defined “on-the-fly”. A static electronic structure optimization is carried out at every
time step within the molecular dynamics simulations. MD provides the positions for ions
at each step in time. These coordinates are subsequently used as the input to the QM
calculation which provides the energy and the forces which act upon each ion. Newton’s
equation of motion can then be described for the ground-state system as:

MI

..
RI (t) = −∇min

Ψ0

{
〈Ψ0|Ĥe|Ψ0〉

}
(A40)

E0Ψ0 = ĤeΨ0 (A41)

where the last term in Eq. (A40) refers to the minimum total electronic energy. Equation
(A41) can subsequently be integrated to solve for the position of the ions at each time step.
In order to do so, the electronic structure must be optimized at each point to determine
the forces on each ion and thus the right-hand side of Eq. (A41).

The solution of the effective one-particle Hamiltonians is subject to the constraint that
the orbitals are orthonormal. This leads to the constraint that

〈ψi|ψj〉 = δij (A42)

which can be redefined via Lagrange multipliers. The Lagrangian for this system can be
defined by

L = −〈Ψ0|He|Ψ0〉 +
∑
i,j

∧ij

(
〈ψi|ψj〉 − δij

)
(A43)

where ∧ij refers to the Lagrangian multipliers[55− 57]. The constraint can then be defined
as the following for DFT methods:

0 = −HKS
e ψi +

∑
j

∧ijψj (A44)
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9.b. Car–Parrinello Ab Initio Molecular Dynamics

In their landmark paper, Car and Parrinello demonstrated that the electronic structure
does not have to be converged to the Born–Oppenheimer surface at every time step
throughout an ab initio MD simulation[50]. Instead, the orbitals can be propagated to-
gether with the atomic nuclei by assigning a fictitious mass to each electron. An important
practical point in making this work is establishing the optimal step size to propagate the
wavefunction. The electronic motion is still considered to be so much faster than that
of the nuclei. The electrons can therefore be optimized with respect to changes in the
nuclear positions. The Lagrangian for the Car–Parrinello algorithm is defined as follows:

LCP =
1
2

∑
I

MIṘ
2
I

1
2

∑
i

µi〈ψ̇i|ψ̇i〉 − E[ψi, RI] +
∑
i,j

∧ij

(
〈ψi|ψj〉 − δij

)
(A45)

The first term and second terms in Eq. (A45) correspond to the kinetic energy of the nuclei
and the fictitious kinetic energy of the electrons in the system, respectively. The third
term reports the overall electronic energy which corresponds to the potential energy of the
nuclei. The last term represents the constraints that the orbitals must be orthonormal[55].

The equations of motion for the nuclei and the electrons are then given as

MI

..
RI (t) = − ∂

∂RI
(E[ψi(r, t), RI]) (A46)

µi

..
ψi (t) = − ∂

δψ∗
i

(E[ψi(r, t), RI]) +
∑

i

∧ijψj(r, t) (A47)

respectively.
In this approach, the nuclei are simulated at some finite temperature, T , which ulti-

mately dictates the kinetic energy of the nuclei. The electronic structure, however, is kept
close to the Born–Oppenheimer surface. The fictitious temperature of the electrons must
therefore be close to zero. In simulating the dynamics for a specific system, the electrons
must remain “cold” while the atoms must remain “hot” and thus maintain a nearly adi-
abatic system. The fictitious mass of the electron and the time steps for the dynamics
must be carefully structured so as to prevent energy transfer from the hot nuclei into the
cold electrons. The Verlet algorithm is typically used to integrate these equations.

In order to solve the equations of motions defined above, the forces on each of the ions
must be defined. This can be done by using the Hellman–Feynman theorem, whereby the
force is defined as the derivative of the total energy with respect to the positions of the
ions:

fI = −dE[ψi(r,t), RI]
dRI

(A48)

The wavefunction, however, also has to change with changes in the coordinates for each
particle. The total derivative of the energy with respect to the changes in the positions
of the ions can therefore be written as

fI =
∂E

∂RI
−

∑
i

∂E

∂ψi

∂ψi

∂RI
−

∑
i

∂E

∂ψ∗
i

∂ψ∗
i

∂RI
(A49)
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The force defined in the Lagrangian is therefore not a physical force due to the second
and third terms in Eq. (A45). If the wavefunction is an actual eigen state of the electronic
Hamiltonian, then these last two terms are zero and so the forces calculated from Eq.
(A48) are actual forces. This is known as the Hellman–Feynman theorem[55,57].

9.c. Applications

Ab initio molecular dynamic simulations have been used to study a wide range of prob-
lems including homogeneous and heterogeneous catalytic systems[49,53], reactions in solu-
tion [52], materials surface chemistry [54,55,57], biochemistry and biocatalysis. Its unique
strength is its ability to follow both the dynamic changes of the nuclei along with the
electronic structure. The rather limited time and length scales that can be reliably simu-
lated are clearly limitations of this approach. Most ab initio methods are currently based
on density functional theory. The foundation of these simulations is molecular dynamics,
which is based firmly on statistical mechanics. Ab initio MD simulations can therefore be
carried out within any of the different ensembles available to traditional MD simulations
such as NVT, NVE and NPT. This enables one to calculate the structure, diffusivities
and the full range of thermodynamic properties.

The tracking of the electronic structure also provides for the ability to calculate acti-
vation barriers in addition to kinetics. One can simulate about a few hundred atoms out
to about 5 ps on current multiprocessor clusters. The typical time step for most catalytic
purposes is on the order of about 1/20 fs. Blochl et al.[48] nicely illustrated that for a
reaction that has an activation barrier of 10 kJ/mol would require simulations on the or-
der of 1.4 ps. Simulating reactions that have an activation barrier of 50 kJ/mol, however,
would require up to 107 ps.

Two approaches can be taken to simulate reaction systems with such high barriers. The
first involves raising the temperature of the simulation in order to access higher energy
states. The second approach is to carry out a sequence of a constrained AIMD simulations
along a specific reaction coordinate[51].

B: ATOMIC/MOLECULAR SIMULATION

The ability to model chemical reactions required the full accounting of the electronic
structure of the system and the changes to the electronic structure upon reaction. The
basic building blocks for describing the electronic structure are the electrons and the
nuclei. Schrödinger’s equation then is simply just a force balance that operates on them
to provide the total energy and the energy states of the system for a specific configuration.
The ability to model the atomic structure in microporous materials, siting of sorbates,
sorption isotherms and sorbate diffusion requires the ability to simulate much larger
systems and longer time scales. The changes in the electronic structure are not, however,
germane to simulating the structural properties or dynamic responses of the structure for
systems where electron transfer is not critical. The fundamental building blocks for these
systems are the atoms and molecules from which they are comprised. Atomistic scale
simulations must track the forces that occur between individual atoms. Systems which
contain molecular entities track both the intra- and inter-molecular forces that arise. In
many of the simulations for catalysis, we are interested in modeling physisorption or
diffusion processes whereby the dominant forces that control these steps are weak van der
Waal’s interactions which are usually very difficult to treat quantum mechanically. Atomic
and molecular simulations which are based on force fields, however, are typically much
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better suited for modeling these weak interactions since they have been parameterized
to handle such systems. Schrödinger’s equation provided the framework for formulating
and simulating the forces on the electrons. The simulation of the forces that act on atoms
and molecules is strongly rooted in and governed by statistical mechanics and classical
dynamics.[58] This allows for the rigorous simulation of a wide range of thermodynamic
and dynamic properties for the system of interest. There are a number of elegant reviews
on different atomistic and molecular simulations and their application to catalysis, we
would refer the interested reader to the several references[58−62] and the books by Frenkel
and Smit[75], Allen and Tildesley[63], Leach[64] and Rapp and Casewit[65].

Atomic and molecular simulation methods can generally be categorized as either equi-
librated or dynamic. Static simulations attempt to determine the structural and thermo-
dynamic properties such as crystal structure, sorption isotherms, and sorbate binding.
Structural simulations are often carried out using energy minimization schemes that are
similar to molecular mechanics. Equilibrium properties, on the other hand, are based on
thermodynamics and thus rely on statistical mechanics and simulating the system state
function. Monte Carlo methods are then used to simulate these systems stochastically.

Following the dynamics for the system can effectively be divided into three differ-
ent categories: dynamic simulation of the system structure, dynamic simulation of both
atomic and electronic structure, and the longer scale simulation of kinetics for a reaction
system. In Appendix A, we described the ab initio molecular dynamics mehtod which is
used to simulate the dynamics of the atomic structure along with the electronic structure.
In the following section, we describe the formulation and solution to molecular or lattice
dynamics. The simulation of kinetics is more involved and will be described in Appendix
C.

1. Force Fields

At the heart of nearly all atomistic simulations is the force field used to describe the inter-
action between atoms or molecules. The accuracy of most atomistic simulations is highly
dependent on the accuracy an applicability of the force field that has been developed.
The force field contains both intra- and interermolecular interactions. The contributions
of the intra–molecular interactions to the potential energy are the result of changes in the
bond length, bond angle and torsion angle from their standard positions. The bond length
potential, for example, is expressed by a parabolic equation based on Hooke’s law that
relates the potential energy to the differences that result in the optimized bond length
(ri) and a universal bond length for that specific type of bond (r0), as is shown in Eq.
(B1). The terms for bond angle (θi for the calculated and θ0 for the universal) and torsion
angle (φi for the calculated and φ0 for the universal) are similar and shown in Eqs. (B2)
and (B3), respectively. Intramolecular forces are fairly standard for most force fields[75]

Bond length:

Vr =
Nm−1∑

i=1

1
2
KB(ri − r0)2 (B1)

Bond angle:

Vθ =
Nm−2∑

i=1

1
2
Kθ(θi − θ0)2 (B2)
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Torsion angle:

Vφ =
Nm−3∑

i=1

p∑
j=0

Ci(cos φi)j (B3)

The terms KB , Kθ and Ci are simply the empirical coefficients for specific types, fit
between experimental bond lengths, bond angles and torsion angles, respectively. The
intermolecular potential energy terms attempt to capture different types of intermolecular
interactions including electrostatic and dispersive forces. The intermolecular forces have
been treated in various ways. The van der Waals interactions, for example, have been
modeled via Lennard–Jones6-12, Morse and Buckingham type potentials[61]. In some cases
these interactions are even neglected.

Coulombic:

VC =
N∑

i=1

N∑
j=1

qiqj

4πε0rij
(B4)

van der Waals:

VνDW =
A0

r12
− B0

r6
(Lennard−Jones6−12) (B5)

VνDW = Ae−Br (Exponential) (B6)

VνDW = Ae−Br − C6

r6
(Buckingham) (B7)

where qi refers to the charge on atom i, ε is the dielectric constant of the medium, and
A0, BO , A1 and C are the fitting coefficients.

The total potential energy (VT ) of the system can then be described by adding in all
of the contributions from intra- and intermolecular forces:

VT = Vr + Vθ + Vφ + VC + VνDW (B8)

These equations comprise the “force field” and provide the foundation for nearly all
atomistic and molecular simulations. The force field provides the potential energy which is
used to carry out energy minimization to identify the most stable structures, Monte Carlo
simulations to determine the properties of equilibrated systems and molecular dynamics
to follow the dynamics of the system.

2. Energy Minimization Methods

Elucidating catalyst structure is important to understanding its potential reactivity. A
great deal of work has been done to derive structure from atomistic simulations. Con-
siderable progress has been made in the development of potentials that carry out energy
minimizations in order to find the most stable structures for different metal, zeolite and
metal oxide systems.

2.a. Metals

The shape, morphology and composition of metal particles and thin films for systems
without the presence of a reacting gas alone can be simulated with a reasonable degree
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of accuracy since the potentials for these systems are typically fairly good. Metals have
been described by using

1. embedded atom methods(EAM) [66]

2. modified embedded atom methods (MEAM) [67,68]

3. effective medium theory (EMT) [69].

Since we talk very little about metal particle simulations in this book, we provide only
a very general overview here. More detailed discussions of these methods can be found
in the articles cited above. EAM, MEAM and EMT methods have been used quite effec-
tively with molecular dynamics in simulating physical vapor deposition processes used in
thin film growth. These methods have also been effective in understanding the lowest en-
ergy structures of the metal particles present for heterogeneous catalytic systems. These
studies, however, have been limited predominantly to simulations in vacuum. Simulat-
ing the particle shape, morphology and composition under reaction conditions, however,
has yet to be accomplished since these potentials typically only account for metal–metal
bonding. Under reaction conditions the surface can be covered with strongly bound inter-
mediates which can weaken metal–metal bonding and lead to significant changes in the
surface structure as well as particle morphology. For a number of systems, the metal sur-
face changes dynamically with reaction conditions. The ability to simulate these changes
would require accurate adsorbate–metal potentials for all of the intermediates that could
form. This is a significant challenge owing to the difficulty in developing metal–adsorbate
force fields. Recent progress by van Beurden et al.[70] on the development of MEAM po-
tentials to describe CO on Pt for the simulation of Pt reconstruction[71] provide hope. The
development of potentials that treat the complex and dynamically changing background
composition in a reacting system, however, will be considerably more difficult.

2.b. Metal Oxides

Lattice energy minimization techniques have been used fairly successfully to simulate the
lowest energy structures for various metal oxides and zeolites[61]. In this approach, the
total potential energy of the lattice is defined based on the summation of the potential
interactions between ions in the lattice and the remaining lattice:

U =
1
2

N∑
i=1

Vi (B9)

In theory, the potential energy for the interactions between ion i and the remaining
lattice can be calculated by calculating the summation of all pair, triplet, quartet, and
many-body interactions:

Vi(r1, r2, . . . rn) =
n∑

i−1

N∑
j>i

Uij(r1, rj) +
N∑

i=1

N∑
j>i

N∑
j>i

Uijk(r1, rj, rk) + . . . (B10)

Potential energy Pair interactions Triplet interactions

These terms are nearly always truncated after accounting for only pairwise interactions.
Extensions to triplet systems typically does not significantly alter the qualitative trends
established from following only the binary interactions.
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The binary pair interactions can be modeled by using a force field to describe the
system. Various different force fields for the simulation of oxides have been developed and
employed. The most basic force field would employ both Coulombic and non-Coulombic
interactions such as

U =
qiqj

rij
+ φij(rij) (B11)

Coulombic Non-Coulombic

Ewald summation techniques are necessary for calculating Coulombic interactions. The
non-Coulombic terms contain both attractive and repulsive components and can typically
be modeled by using Lennard–Jones, Morse or Buckingham potentials from Eqs. (B5),
(B6), and (B7), respectively.

Potentials that treat the polarization and ionization are important for modeling a
number of metal oxide systems. This is difficult since polarization in solids is a many-
body effect with various components and depends strongly upon changes in the electronic
structure as a function of structure and forces on the ions. One of the most widely used
approaches to simulate polarizability effects is that of the Shell model which uses a mass-
less shell of charge (electron density)[61].

The simulation of the optimized oxide structure requires the minimization of the energy
with respect to the changes in the atomic structure of the oxide. One can use a variety of
different numerical schemes that optimize the structure with respect to the structure of
the lattice. Simulating annealing is a fairly robust numerical method that can be used to
find the most stable structures. Simulated annealing attempts to mimic computationally
how nature forms low-energy structures. The system is started at a higher temperature
which allows it to sample various states along the potential energy surface. The system is
then very gradually cooled to some final state. The simulation samples random moves for
all of the atoms at each temperature. The total system potential is calculated after each
trial move to determine whether or not the move is accepted. If the trial move leads to a
lower energy system, the move is accepted. If the system energy is higher, the probability
that the move is accepted and follows a Boltzmann probability distribution:

PAccept = exp(−∆U / kBT ) (B12)

where ∆U is the change in energy between the system at its initial state and the trial
state. This is accomplished by comparing a random number between 0 and 1 with the
calculated probability, PAccept. If the random number is lower than PAccept, the move is
accepted. This is known as Metropolis sampling.

Gale developed the General Utility Lattice Program (GULP), which is a general method
towards simulating the structure and energetics for 3D molecular and ionic solids, gas-
phase clusters, and defect structures[72] . GULP is based on the Shell model described
earlier.
It allows for the calculation of a range of structural, mechanical, and thermodynamic
properties including relative energetics, sorbate siting, bulk modulus, Young’s modulus,
dielectric constant, refractive index, piezoelectric constants, phonon frequencies, entropy,
heat capacity, Helmholtz free energy, and other properties. The approach has been used
to simulate a wide range of different oxide materials including zeolites, silicates, alu-
minophosphates, ceramic glasses and transition-metal oxides.
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3. Monte Carlo Simulation–Equilibrium Systems

The thermodynamic properties for a system of N molecules (or N atoms) can be rigorously
accounted for using statistical mechanics. Monte Carlo simulation methods provide the
foundation for numerically simulating the configurational integral shown in Eq. (B13)
that arise from the statistical mechanics treatment.

Z =
∫

drN exp
[
− U (rN/kBT )

]
(B13)

where rN refers to the set of generalized coordinates for the N -particle system.
Monte Carlo integration allows the integral to be calculated by stochastically sampling

a large discrete set of random configurations defined here as the number of MC sample
steps (NMCsteps). The configurational integral can then be calculated using

Z =
V

NMCsteps

NMCsteps∑
i=1

exp
[
(−U (rN /kBT )

]
(B14)

A full range of thermodynamic properties can then be calculated via statistical mechanics.
The average of some property <A> for the system is then defined as the average of A
over all of the different configurations generated from Monte Carlo sampling:

〈A〉 =

∫
A(rN )exp

(
− U(rN )

kBT

)
drN

∫
exp

(
− U(rN )

kBT

)
drN

=
∑M

i=1 Am∑M
i=1 1

=
1
M

M∑
i=1

Am (B15)

Various methods have been used in the literature based upon the properties one wishes
to simulate and thermodynamic considerations of the system being studied. A number of
these methods are described below.

3.a. Canonical Ensemble (NVT) MC Simulation

In the canonical ensemble, the number of molecules (or atoms), the volume and the tem-
perature all remain constant[4,58]. Simulations then attempt to minimize the Helmholtz
free energy of the system. These simulations are used to determine the pressure in the
system, lowest energy states and the optimized structures. The simulations are performed
by stochastically sampling a large number of different configurations for the system where
the system is restricted to obey constant number of molecules, volume and temperature.
The Metropolis sampling scheme presented earlier in Section 2.b is then used in order
to accept or reject each trial move. The simulation proceeds by simulating millions of
different trials in order equilibrate the system. In many of the simulations of sorbates in
microporous media or on surfaces, the simulations are coarse-grained so that the position
of each specific atom is foregone in order to speed up the simulations. Instead, the sys-
tem is described using the “United” atom approach whereby only the heavy atoms are
explicitly treated. For example, the hydrogen atoms in CH3, CH2, or CH are collapsed
into the description of the united C atom. The united atom method is also used in the
subsequent methods that will be described as well.

Isothermal–isobaric simulations are performed by holding the number of molecules
(atoms), pressure and temperature constant. The simulation can then be used to deter-
mine the corresponding volume in the simulation. The Gibbs free energy in this system
is minimized.



Computational Methods 453

3.b. Grand Canonical Ensemble (µ, V, T) MC Simulation

The grand canonical ensemble simulations model systems in which the chemical potential
(µ), the volume and temperature are held fixed while the number of particles changes. The
approach is very useful for simulating phase behavior which requires a constant chemical
potential. Grand Canonical Monte Carlo simulation has been used to calculate sorption
isotherms for a number of different microporous silicate systems. The simulations are used
to model the equilibrium between zeolite and sorbate phases and, as such, it provides a
natural way of simulating sorption isotherms[59,62]

The simulations proceeds by first using a gas-phase equation of state to determine
the pressure and the fugacity for the gas phase. The simulation then follows a series of
trial moves which involve particle displacement, particle insertion and particle removal in
order to establish equilibrium. The particles (molecules) in the simulation box are allowed
to move, rotate or rearrange their configuration based upon the Boltzmann-weighted
Metropolis sampling probability described earlier in Eq. (B12). In order to establish a
constant volume, temperature and chemical potential, the number of molecules in the
box can increase or decrease. In addition to the displacement moves described already,
particle insertions and particle removals are also present. A new particle or molecule can
be inserted into the system at a randomly chosen point based on the following probability:

PAccept =
fV

kBT (N + 1)
exp(−∆U/kBT ) (B16)

where f is the gas-phase fugacity, V is the volume, N is the number of particles (molecules)
before the insertion and ∆U is the change in potential energy due to insertion.

The removal of particles from the systems is governed by the following probability
equation.

PAccept =
NkBT

fV
exp(−∆U/kBT ) (B17)

Simulations typically require millions of displacement, insertion and removal moves in
order to equilibrate the system. The result is an adsorption equilibrium between the
sorbate molecules in the gas phase and those adsorbed on the zeolite at the specific
gas-phase fugacity. This would represent a single point on an adsorption isotherm. The
remainder of the isotherm curve can be generated to determine the amount of gas adsorbed
at various other pressures[59,62].

Grand Canonical simulations have been used fairly successfully in simulating single-
component systems. More recent papers show that the method can also be used to simulate
binary systems and also mixtures[73,74].

Grand Canonical MC simulation tends to work fairly well for small-molecule systems
but fails for larger molecules owing to the very low acceptance probabilities for insertion
moves into the system owing to the interactions between the sorbate and the zeolite
or other sorbate molecules. The molecule has a difficult time taking on the preferred
configuration for it to fit into the system. Configurational biasing, as discussed next,
helps to overcome this problem.
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3.c. Configurationally Biased Monte Carlo Simulation (CBMC)

Configurationally biased methods can be used within the simulation to avoid the diffi-
culties that result from the low probability of insertion [58−60,62,75]. This is accomplished
by allowing molecule to insert sequentially atom-by-atom. This avoids the difficulty of
having the molecule adapt to limited number of configurations before it can insert. It
now guides the adsorbate atom-by-atom to adapt the appropriate configuration. This,
however, biases the statistical likelihood of insertion. The acceptance rules must therefore
be changed in order to correct for the bias. Configurationally biased methods can lead to
significant enhancements in CPU expenditure, thus allowing for simulations of systems
that are typically not possible without the bias[59]. Configurational biasing is most widely
adopted in Grand Canonical and Gibbs Ensemble Monte Carlo methods.

3.d. Gibbs Ensemble Monte Carlo simulation

Gibbs ensemble Monte Carlo simulation is predominantly used to simulate phase equilib-
rium for fluids and mixtures. Two fluid phases are simulated simultaneously allowing for
particle moves between each phase[58,76,77].

3.e. Applications of Monte Carlo Simulation

Monte Carlo simulation has been used to simulate the optimized structures for zeolites,
metal oxides and metals. In addition, it has been used to simulate the siting of sorbates,
Henry’s Law constants, heat capacities, isosteric sorption isotherms and other thermody-
namic properties.

4. Molecular Dynamics

The simulation of dynamic properties such as diffusivities requires the use of dynamic
methods. Molecular dynamics methods integrate Newton’s laws of motion in order to
follow the dynamic behavior of a system. Individual molecule or particle trajectories are
obtained by solving Newton’s second law to establish the positions for all of the molecules
or particles at some new time t+dt. The velocities of each particle along a specific vector
can be determined by integrating the following equation with respect to time. A second
integration similarly leads to the positions for each particle over time[59,63,64].

d2 →
r i

dt2
=

F→
r i

mi
(B18)

The new position is dependent on the forces F→
r i

which act upon particle i along the
vector →

r . The forces are determined from the force field for the system. Similarly, one
can solve for the forces acting on all of the particles along all specific vectors. The forces
can be calculated from the potential energy, u, with the equation

Fi = −∇ri u (B19)

These equations are integrated simultaneously via finite differenc methods. A Verlet algo-
rithm is typically used in carrying out the integration whereby the new positions and veloc-
ities, and accelerations for the particles are calculated from the previous positions[59,63,64]:

r(t + δt) = r(t) + δtν(t) +
1
2
δt2a(t) +

1
6
δt3b(t) + . . . (B20)
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ν(t + δt) = ν(t) + δta(t) +
1
2
δt2b(t) + . . . (B21)

b(t + δt) = b(t) + δtc(t) + . . . (B22)

The simulation of the dynamic processes of atoms and molecules requires time steps which
are on the order of 10−15 s in order to follow intermolecular forces accurately. This results
in substantial CPU requirements that ultimately limit the length of real time that can be
simulated to nanosecond range.

The molecular dynamics approach outlined so far is formally for NVE systems. Many of
the problems in catalysis require a constant temperature rather than a constant energy.
The temperature, however, is related to the time-average kinetic energy of the system
through the equation

〈κ〉NV T =
3
2
NkBT (B23)

Equation (B23) suggests that the temperature could be controlled by scaling the velocities.
The scaling factor can be calculated from the following expression, which is simply derived
from Eq. (B23):

∆T =
1
2

N∑
i=1

2
3

mi(λνi)2

NkB
− 1

2

N∑
i=1

2
3

miν
2
1

NkB
= (λ2 − 1)T (t) (B24)

where λ =
√

TNEW /T (t).
A second approach to controlling the temperature would be to include a heat bath

whereby the bath can supply or remove energy from the system[59,63,64]. These approaches,
however, do not rigorously conform to canonical averages.

Two methods that have been developed that do maintain correct canonical averaging
are the stochastic collision and the extended systems approaches. Both are covered in
detail elsewhere[59,63,64,78,79]. We report here only on some of the salient features from the
extended systems approach since this approach is used primarily for constant temperature
MD simulations for heterogeneous catalytic materials.

The extended system method was developed by Nose[78] and subsequently by Hoover
[79], who considered the thermal reservoir to be an integral part of the system. The
inclusion of the reservoir requires an additional degree of freedom, defined as s, be added
to the system. The potential energy for this additional degree of freedom is calculated as

u = (f + 1)kBT ln(s) (B25)

where f is defined as the number of degrees of freedom.
The kinetic energy for this additional degree of freedom is calculated as

K.E. =
Q

2

(
ds

dt

)2

(B26)

where Q is fictitious mass defined for the additional degree of freedom. Q determines the
energy flow between the extended and the real system.
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Each state in the extended system is a unique state in the real system. The real velocity
is then calculated as

→
ν i= s

d →
r i

dt
(B27)

Equation (B18) can then be modified to

d2 →
r i

dt2
=

F→
r i

mis2
− ds

dt

d →
r i

dt

1
s

(B28)

This modified system of equations can then be integrated in order to follow the time-
dependent changes in the positions of the particles (molecules) and the state of the system.

Molecular dynamics can then be used to simulate the molecular trajectories for molecu-
les in zeolites, the diffusivities for sorbates in zeolites, temporal changes in the pore
structure due to changes in system variables (T , P ) or sorption of molecules[59,62]. As
was described earlier, the integration time steps (10−15 sec) limit the time scales that can
actually be simulated to nanosecond behavior and thus preclude the simulation of longer
time processes.

C. SIMULATING KINETICS

The methods discussed so far provide the ability to simulate the surface structure, micro-
and mesoporous structure, physisorption and chemisorption at surface sites, lateral in-
teractions between surface intermediates, activation barriers and overall reaction energies
for elementary surface reactions, diffusion on surfaces and within porous media, and a
host of other elementary or equilibrated processes important toward understanding catal-
ysis. Simulating catalysis, however, requires following the dynamics of the entire surface
adlayer and its structure as a function to changes in process conditions, including tem-
perature, pressure and conversion. As was discussed in Chapter 2, catalysis is driven by
kinetics. The ability to follow the kinetics for catalytic processes requires the ability to
simulate the myriad of physicochemical elementary processes including adsorption, sur-
face reaction, diffusion and desorption that occur simultaneously and make up the full
catalytic cycle.

The kinetics for catalytic systems can be modeled by one of two general methods.
The first is based on continuum concentrations and uses deterministic kinetics whereas
the second approach follows the temporal fate of individual molecules over the surface via
stochastic kinetics. Both approaches have known advantages and disadvantages, as will be
discussed. B These methods provide the constructs for simulating the elementary kinetics.
However, in order to do so, they require an accurate and comprehensive initial kinetic
database that contains parameters for the full spectra of elementary surface processes
that make up the catalytic cycle. The ultimate goal for both approaches would be to call
upon quantum mechanics calculations in situ in order to establish the potential energy
surface as the simulation proceeds. This, however, is still well beyond our computational
capabilities.

Currently, the most straightforward way to bridge electronic structure and surface ki-
netics requires a decoupling of the time scales that govern electronic transfer processes
that control elementary surface reaction steps from the overall catalytic cycle which pro-
ceeds at much longer times. Ab initio calculations are used first to calculate the kinetics,
energetics and potential mechanisms necessary for an external database. The database
could then be called “in situ” within the simulation algorithm.
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1. Deterministic Kinetic Modeling

The kinetics for most catalytic systems are described using determinstic models rather
than stochastic simulations. Deterministic models are straightforward to develop and to
program. The temporal concentrations for all species/intermediates in the network are
tracked by solving the full set of differential equations that describe the rate of formation
and disappearance for each component in the system. The rate is defined in terms of
concentrations, partial pressures or surface coverages. As such, the deterministic models
average the intrinsic kinetics over the atomic structure in order to define the concentra-
tions of reaction intermediates and are therefore considered an early averaging method.
This approach ignores the features of the local structure and composition near the ac-
tive site and their influence on the kinetics. By averaging out over the surface structure,
the problem becomes one of solving N -differential equations. These equations can subse-
quently be used to solve for the reaction rate which can be plugged into various different
reactor models which would follow not only the changes in the rate but also the spa-
tiotemporal changes throughout the reactor[80].

Deterministic kinetic modeling approaches are mean-field approaches, whereby the
molecules experience only an averaged interaction[81] of the others. These models are
reasonable if the lateral interactions between reactant molecules, reagents or products are
absent or if diffusional effects maintain a state of ideal mixing. In the latter case, the
kinetic parameters will also be concentration dependent.

The input to most of the microkinetic modeling studies has been experimentally derived
rate constants. This is for two reasons. The first has been the lack of available first
principles kinetic data and the difficulty in simulating them. The second is due to the fact
that the accuracy is not within 1 kcal/mol. Despite this drawback, there have been some
very interesting studies performed even in the absence of very accurate kinetics.

2. Stochastic Methods

Stochastic methods simulate the dynamic changes that occur in the structure of the
adlayer of catalytic surface and thus model the elementary surface kinetics [82−100]. The
temporal changes of a system can be followed by solving the stochastic master equation
which simulates the dynamic changes in the system as it moves from one state (i) to
another state (j). The master equation, which can written as

dPi

dt
= [WjiPj − WijPi] (C1)

is nothing more than a balance on the kinetic “forces that drive a system from one state
to another as a function of time. Pi is the probability that the system is in state i at time
t and Pj is the probability that the system is in state j. Wij and Wji are the transition
probabilities which denote the probable rate of transition from state i to state j or j to
i, respectively, for the system. The self transition probabilities, Wii and Wjj, are equal
to zero. For catalytic systems, the changes in system state can be any elementary surface
process that changes the nature of the adlayer including surface diffusion, surface reaction,
desorption, adsorption and surface reconstruction. In order for the master equation to
hold, the system must obey a detailed balance, that is

WjiPi = WijPj (C2)
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The requirements for a detailed balance, however, do not control the kinetics.
The master equation, however, can only be solved analytically for very simple systems

such as the gas-phase reaction A→B. The analysis of these systems typically requires
numerical simulation of a lattice-based kinetic Monte Carlo model. The lattice gas model
can then be used to formulate the respective transition probabilities in order to solve the
master equation[81]. The groups of both Zhdanov[97−99,102−108] and Kreuzer[109−113] have
been instrumental in demonstrating the application of lattice gas models to solve adsorp-
tion and desorption processed from surfaces. Once a lattice model has been formulated
there are three types of solution:

1. the cluster approximation,
2. the transfer matrix technique,

3.) Monte Carlo simulation.

Zhadanov’s group[97−99,102−108], as well as others, have shown that the cluster approx-
imation is useful for understanding surface structure and surface kinetics. It is limited,
however, in its ability to describe the formation of ordered surface structures. Kreuzer’s
group[109−113] has demonstrated the utility of the transfer matrix approach[109−110]. Math-
ematically, the equations become cumbersome for solution, but this technique provides
an important insight into the surface physics that control the kinetics. The final approach
involves the numerical simulation of the master equation by Monte Carlo algorithms.
MC simulation opens up the possibilities of simulating much more complicated surface-
catalyzed systems, as will be discussed.

There are two basic methods that have been used to simulated kinetics via Monte Carlo
approaches[114−116]. The first is termed the fixed-time approach, in which every site on
the surface has a set of probabilities associated with the different kinetic events that can
occur at these sites. This could include diffusion, reaction, adsorption, and desorption
processes. The state of the system then moves in fixed incremental steps of time and
subsequently surveys all of the physicochemical steps to determine which of them can
take place within the given (short) time step. This is accomplished by sampling every site
and determining whether it changes due to the occurrence of a kinetic process. This is
determined by drawing a random number for each potential step and comparing it with
the transition probability Prs for that particular kinetic step (r) at site (s):

Prs = 1 − exp(−krs∆t) (C3)

where krs is the rate constant for reaction (r) associated with the specific environment
(s)[114].

The fixed-time approach has proven effective in modeling well-defined reaction systems
which have a sequence of known steps. The benefits of this approach are that the user is
able to specify the time step at which the simulation proceeds. This helps to overcome
some of the difficulties associated with disparate time scales. Very fast processes can be
treated as pseudo-equilibrated, thus enabling the simulation to move to the time scales
of interest.

One of the drawbacks associated with the fixed-time approach, however, is that at
any give point in time one needs to have all of the possible future pathways worked out
in order to calculate the probability that within that particular time step a sequence of
events occurs. This becomes challenging and expensive computationally as the network
of surface processes is rather complex.
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A second drawback of the fixed-time approach is that it is mathematically not exact.
The accuracy of the simulation is governed by the choice of the time step used. Only in
the limit of an infinitesimal time step does the method becomes mathematically exact.
For simulations performed at very small time steps, accuracy is not an issue. Although
the fixed time algorithm has proven to be fairly effective for certain gas-phase reaction
systems[114,117,118], nearly all of the published studies on surfaces use what is known as
the variable time-step approach[82−122].

In the variable time-step approach, the system moves in event space, thus simulating
the elementary kinetic processes event-by-event whereby the time is updated in variable
time increments[115,116,122]. At any instant in time, ti, the rates for all possible events are
added together in order to determine the total rate, R =

∑
ri. The probability that some

event in the entire system will occur is then defined as

Pi = 1 − exp(−
∑

ri∆ti) (C4)

By rearranging, we can to solve for the time at which the next event in the system will
occur:

∆tν =
− ln(RN )∑

i ri
(C5)

where RN is a random number between 0 and 1 which is chosen by the computer as it
defines the random probability of the time for the next event.

The time step chosen is variable and changes throughout the simulation. It can be
infinitely small or infinitely large and depends both on the random probability and the
overall calculated rate. The variable-time method is mathematically an exact approach
and there are no concerns about accuracy due to time step size. Systems which contain
fast events have very small time steps and are thus dominated by the time scale scales of
the fastest processes. Faster rates of reaction lead to higher probabilities that these steps
are chosen. This leads to problems for systems with disparate rates since the simulation
will spend nearly all of its time simulating the faster rates without ever simulating the
slower processes. This is especially a problem for systems where diffusion is fast and
reaction is slow and systems which contain fast processes which are nearly equilibrated
together with slow processes.

The simulation of surfaces typically requires defining an appropriate lattice. These can
either be a simple lattice model or off-lattice simulations which attempt to treat sites more
explicitly. The simulation proceeds in essentially the same manner as described with the
one exception that we explicitly follow the surface of the lattice. At any given instant in
time the entire surface is surveyed in order to construct a detailed list of all possible surface
events that can occur, including adsorption, desorption, surface reaction, and diffusion.
Each possible event is assigned a rate (or rate constant) based on the nature of the event
and the explicit molecular environment around each species. The rates (rate constants) for
each of these possible events are added together to determine the cumulative probability
for that particular event. The computer draws a random number which is then used in
Eq. (C5) [a modified version of Eq. (C3)] in order to establish the time step of the next
event.

One of the most important features of the Monte Carlo approach is its ability to
monitor explicitly of atoms on the surface and within the adlayer. This allows for the
direct accounting of specific surface sites and the local reaction environment at these
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sites. The specific arrangement and orientation of surface ad-species can significantly
influence the surface kinetics. These interactions are at the heart of coverage effects. The
ability to model lateral interactions between ad-species on the surface and their influence
on catalytic performance was discussed in some detail in Chapter 3 and is therefore not
repeated again here.
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cluster approximation 458
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design 379
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deterministic kinetic modeling 457
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direct mechanism 175, 416
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disorder–order transition 154
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downscaling 392

E
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effective charges 215
Effective Medium Theory 16, 450
effective volume 205
Eigen 369
electrocatalysis 11, 26, 267, 302, 305
electrochemical 95, 307, 418
electrochemical potential 329
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Electronic structure methods 424

ab initio function methods 428
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Bloch’s theorem 439
Car–Parrinello ab initio molecular
dynamics 446

configuration interaction method 433
coupled cluster methods 436
density functional theory 13, 107, 428,
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exchange-correlation functional 428, 437
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Gaussian 433
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approximation 428, 431
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local density approximation 438
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non-local corrections 438
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electron–shell 51
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Energy minimization methods 449
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Metropolis sampling 451
modified embedded atom methods
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synthase 313
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ethylene 48, 71, 329, 330
propylene 339

equilibrium shape 52
error catastrophe 369
ethyl methyl ether 210
ethylene 44, 111, 201, 202
ethylene hydrogenation 44, 146, 147
ethylidine 44
evolution strategies 360
evolutionary catalysis 351
evolutionary techniques 354
excess ion charge 217
exchange correlation functional 428, 437
excitable systems 420
exponential potential 449
Extended Hückel Theory 85
extended system approach 455

F
F2 87
fcc structure 108
Fe, iron compounds, complexes 23, 53,

103, 190, 194, 249, 327, 328, 332, 333
Fermi level 27, 116, 118, 245, 248, 257,

259
Ferrierite 171, 172, 173, 199, 203
field-induced electromigration 283
Filhol–Neurock approach 281
Fischer 334
Fischer–Tropsch 34, 48, 72, 126, 138, 140
fixed-time approach 459
flagellar rotation 321
Fogel mechanism 295, 301
force fields 13, 196, 448
formaldehyde, formyl 126, 372

fractal dimension 390, 396, 397
free energy 335
free radical 62, 253, 327
frontier orbital scheme 94
frozen core 430
fumarate 317

G
Ga, gallium complexes 178, 185
gas phase 307
genetic algorithms 353, 359, 361, 370
genotype 361
glide shear defects 247
glucose 317
glycolaldehyde 372
glycolytic cycles 315
gold, gold compounds 53, 59, 60
graded autocatalysis domain model 375
green chemical process 1
grid size 347, 348
group orbitals 100, 414

H
halides 230
Hammer–Nørskov reactivity model 27
Hammett indicator 234
Hammett acidity 234
Hammett relationship 8
Hammett substituent parameter 32
HCN 87
hcp structure 108
He2 molecule 86
Hellman–Feynman theorem 446, 447
heterolytic 226, 229, 230, 239, 268, 272,

273, 290, 330
heteropolyacids 234, 236
hexamethylbenzene 201
HF 230
histidine 323
HNO 305
homeostasis 375
homogeneous catalyst 65, 292
homolytic activation 229, 230, 238, 268,

272, 290
homopolar chemical bond 86
Hooke’s law 448
hot atoms 75
hybrid methods 68
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hydration, 193, 226
hydration enthalpy 228
hydride, hydrogen 274, 283, 307
hydrodenitrogenation 255
hydrodesulfurization 11, 255
hydroformulation 127
hydrogen 108, 129, 130, 181, 184, 259,

284, 307, 308, 321
hydrogen peroxide 328
hydrogen sulfide 230, 255
hydrogenolysis 42, 46, 169
hydro-isomerization of hexane 197, 199
hydrolysis 185, 318, 323
hydrolysis of carbonates and esters 353
hydronium ion 230, 233, 273, 276, 278,

283, 290, 303
hydroperoxide 339
hydrophobic 165, 314, 323, 326
hydrotreating 255
hydroxyl 60, 136, 216, 218, 220, 295, 383,

296, 306, 307, 419
hypercycles 369

I
icosahedron 51
imidazolinium 328
immunoresponse 7, 351
induced lock and key model 313, 315,

317, 319, 413
infrared 182
inhibition 420
inner-layer Helmholtz 276
inner sphere 290, 420
insulator 257
interface 412
intermittency 381, 382
intrinsic reaction rates 27
ion exchange 48
ionic solids, step, terrace, edge 214, 221,
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Ir, iridium compounds, complexes 71,

131, 181, 304
iron oxyhydroxy cation 190
irreversible thermodynamics 369
isobutane 169
isobutene 172, 204, 231
isobutyric acid 249

Isomerization 66
of hexene in mordenite 198
of pentene 170
of n-butene 170, 203

isopropanol oxidation 240
isotope effect 194

K
K, potassium 48
Kauffmann 369
Keggin structure 235, 248
Keggin unit 234
ketonization 243
kinetic growth model 396
kinetics 361, 448
Kinetic simulations 456

cluster approximation 458
deterministic kinetic modeling 457
master equation 457
mean-field approach 457
stochastic methods 457
transfer matrix technique 458

Knudsen diffusion 207, 416
KOAc 293
Koshland 334
Kramers condition 28
Kuhn model 369, 370

L
Labinger interpretation 187, 201
Lagrange multipliers 445
Langmuir model 9, 19, 36, 47, 197
Langmuir–Hinshelwood 207
lanthanides 254
lateral interactions 77, 143, 144, 414
lattice artificial chemistry model 376
lattice relaxation 164
L-Dopa 66
leaching 323
learning system 375
length scales 12
Lennard–Jones-type potential 449
Lewis acidity 178, 185, 215, 223, 249, 415
Lewis basicity 215, 249
Li/MgO 253
ligand field splitting 103, 229
linear scaling 443
lipophilic 373, 403
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local density approximation 438
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logistic map 379, 380
lone-pair orbital 227, 418
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Löwenstein rule 165
lyotropic liquid 387

M
Madelung constant, potential 221, 222,

257
magic numbers 53
malate 317
maleic anhydride 14
MARI, Major Abundant Reaction,

Intermediate 22, 296
Mars–van Krevelen 62, 244
medium effects 231, 417
MEL-type zeolite 205, 206
membrane 372, 378, 405
Metal

atoms 54
particles 181
support effect 47
support interaction 55
vapor interface (simulating the) 279
water interface 278

mesoporous silicas 386, 387
metabolic cellular system 368, 372
metastable 247
methane formation 39, 42
Methanol 126, 173

conversion to hydrocarbons 201
oxidation 173, 248, 250
promotion 186

methoxy 173, 175
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Metropolis sampling 451, 453
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micelles 387
Michaelis–Menten 197, 313
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minimum motion principle 318
mixed metal oxide catalyst 61
mixed oxides 410
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Mo, molybdenum compounds, complexes
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model catalytic systems 13
Moiseev mechanism 286
Molecular dynamics 444

Born–Oppenheimer approximation 445
Car–Parrinello molecular dynamics 444

molecular imprinting 323
molecular recognition 325, 353, 355, 368,

404, 405, 420
moment of inertia 29
monomolecular reaction 196
Monte Carlo

configurationally biased 454
Gibb’s ensemble 454
grand canonical ensemble 452, 453
kinetic, dynamic 15, 44, 148, 149, 153,
196, 224, 347, 358, 360

methods 196
mordenite 167, 171, 172, 178, 198, 199, 209
Morowitz boundary 375
Morse potential 113
Mo–V–Nb–Te–Ox catalyst 61
multifunctional catalyst 63
multiplication 345, 346, 369, 405
multi-point bonding 317
mutation 353, 359, 405

N
N2O 20, 22, 187, 190, 193, 293, 295, 298

302, 304, 305, 307
Na 189
NADH 314, 330
NADPH 314, 330
Nakamura/Samanos mechanism 285, 286
nanoparticles 51
nano-sized reactors 201
nanoslabs 357
Nb oxide 250
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n-butane cracking 169
NH2 252, 304, 307
NH3 oxidation 302
Ni, nickel compounds, complexes 39, 53,

101, 120, 130, 142, 227, 284, 338
nicotinamide adenine nucleotide 314
nitric acid 293
nitrile hydrolysis 323
nitrogen 87, 110, 136, 293, 295, 332
nitrogen fixation 330, 334
N -methylamidpropylamine 389
NMR proton spin–lattice relaxation 394
NO 124, 137, 150, 251, 293, 295, 304,

307, 362
NO2

− 304
NO3

− 302, 304
noble metals 50
non-local gradient corrections 438
non-reducible oxides 239, 253, 255
non-additive behavior 10
non-bonding orbital 95
Noyori 65
NP-complete problem 359
nucleation 355, 420
nucleophylic oxygen 239

O
octahedral 418
one-dimensional open-chain model 114
Oparin model 369, 375
optimum motion principle 318
orbital hybridization at surfaces 226
orbital symmetry control 414
order–disorder transition 349, 350
organophosphorus hydrolase 326
origin of life 367, 368
oscillating phenomena 193
oscillatory dynamics 343, 345, 346
Ostwald 20, 72, 293
outer Helmholtz plane 277
outer sphere 244, 277, 290, 291, 292, 420
overlap 85
overlap energy 85, 114
overlap population density 91
overpotential 308
oxaloacetate 25
oxidation catalysis 187, 238, 326, 328
oxidation of benzene by N2O 193

oxidation state 240, 243
oxidative dehydrogenation 249
oxide promoters 48
oxidized Pd clusters 290
oxonium ion 233
oxygen 105, 107, 110, 254, 277, 342
oxygen island 349
oxygen fragment 295
oxygen-atom reactivity 417
oxymetallocycle 74

P
Panov reaction 193
particle shape 257
particle size 350
particle size dependence 349
particle size effects for Au 55
particle support interaction 38
partition function 29
Pasteur 368
patterning 362
Pauli repulsion 85, 93, 105, 115, 128
Pauling bond strength 216
Pauling ionic charge 418
Pauling valency strength 215
Pd 14, 41, 45, 55, 110, 112, 126, 127, 128,

132, 134, 146, 150, 185, 197, 270, 275,
282, 285, 288, 289, 304

pentene 170
peptide framework 313
percolation 382, 395, 399, 400, 401
periodic doubling 381
periodic trends 105, 272, 275
pH 230
phase diagram 258, 284
phase separation 390, 392
phase transition 52, 349, 384
phosphoramidate 325
phosphoryl 325, 352, 392
photo-catalytic oxidation 2, 187, 189
π–bonded ethylene 112, 146
pinacolate 244
polar adsorbate 165
polar solvent 231, 267, 307
polarization 232
poly(ethylene-oxide) 388, 389
polymer chain reaction 353
polytungstate 234
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potential energy surface 426
pre-exponential factor 28, 29
pretransition state 173, 176, 177, 178,

190, 317, 318, 334, 413, 415
Prigogine 369
primary carbenium ion 171
principle of least optimum fit 195
probe molecules 178
promotion 47, 186, 239, 248, 255, 259,

285
propane 61, 62, 169, 241, 249
propene 166, 201, 329
proto life 370
protocells 377
protocellular 345, 367, 378, 405
proton 165, 235, 238, 267, 273, 321,

334, 417
pseudomorphic 410
pseudopotential approximation 430, 440
Pt, platinum compounds, complexes 24,

47, 48, 55, 68, 69, 71, 72, 103, 124,
130, 135, 138, 153, 197, 270, 271,
275, 284, 295, 296, 298, 299, 300, 302,
304, 307,342, 362

pulsars 420
pyrite 373
pyrophosphate 325
pyruvate 325

Q
quantum chemical concepts 89
quantum size effects 57
quasi species 370

R
radical chain reaction 187, 189
random selectivity method 149
reaction energies 272
reaction energy diagram 23, 171, 177, 198
reaction kinetic phase diagram 345
reconstruction 68, 219, 228, 256,

262, 342, 414
redox 187, 239, 243, 244, 247, 249, 250
reducible oxides 250
reduction catalysis 278, 330
reductive coupling of two carbonyl groups

244
refractory 349

relaxed configuration 217
reorganization 7
replication 371, 405
replicative homeostatic early assemblies

(RHEA) 375
reproduction 348, 367, 369
reversible potential 277
Rh, rhodium compounds, complexes 42, 49

50, 66, 90, 98, 107, 134, 190, 261,
270, 304

RNA world 369
rotary motion 320
rotating spiral pattern 347
Ru, ruthenium compounds, complexes 94,

73, 107, 130, 138, 140, 228, 269,
271, 304

rutile 219, 220

S
Sabatier principle 7, 20, 21, 22, 24, 55, 56,

409
saddle point 49, 426, 427
Samanos 287, 288, 293
SAPO-34 material 201
SbOV 241
scaffolding effect 173, 176
Schrödinger equation 424, 447
screening 167
secular equation 85
selective catalytic reduction 251
selective oxidation catalysis 187
self assembly 337, 354, 355, 367, 368, 403,

420
self learning techniques 353
self organization 7, 71, 190, 337, 342, 344

368, 369, 385, 403, 420
self repair 7, 338, 351, 420
self replication 345, 346, 348, 369, 374
self similarity 397
separation processes 392
serine 202
S–H bond 419
shear planes 417
sheared phases 251
Shell model 451
Si33 cluster 356
σ-type orbital 84
silaffin 388, 392
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silanol 164
silesquioxanes 340
silica formation 387, 390
silica spheres 390
silicalite 356, 357
silicate oligomer 356
silicateins 388
simulating annealing 351
Sinfelt 41
single center 334
single file diffusion 209, 210
SiO2, silica 218, 248, 249
site isolation 242
smectite clays 214
Sn 41
SO2 222
soft cations 415
solid acid catalysis 233, 415
solid-state matrix 36, 307
solution (effects of) 290
solvent effect 37, 307
spatial dimension 347
spatial self organization 344
spatio-temporal pattern 346, 347
spin–spin relaxation time 394
spiral waves 346, 420
sponge 388
Sr, strontium compounds 180, 222
[SiF6]2− 388
Stark effect 277
steam reforming 46
stepped surfaces 123, 306
steps and kinks 121, 134, 136, 137, 409
stereochemical 36, 37
stochastic methods 457
strain 57, 341
strength 215
structural effects 54
structure directing 388, 392
structure insensitive 36, 43, 135, 413
structure sensitive 36, 44, 135, 143, 409
sulfide catalyst 255
sulfide surface 256
sulfite oxidase 329
sulfur surface 418
sulfuric acid 230
superoxide 330
support effects 47, 53

supported metals 36, 412
supramolecular catalysis 324, 367, 370
surface defect 46
surface diffusion 344
surface energy 70
surface enrichment, segregation 46, 247
surface etching facets 72, 241
surface molecule limit 115, 116
surface orbital fragments 414
surface roughness 397
surface topology 108, 409
symmetry breaking 373, 374
synchronization 309, 319, 321, 341,
343, 420
synthesis of vinyl acetate

T
Tafel plots 303, 308
target patterns or spiral waves 347, 348
tartaric acid 63
Taylor model 9, 19, 36, 47
Te oxide 250
temperature-programmed desorption

(TPD) 148
template 7, 355, 420, 421
TEMPO molecule 25
tertiary carbenium ion 171
tetradentate triamidoamine ligand 334
tetrapropyl cation 356
thiophene 259, 260, 338
through-space interactions 143
tight binding theory 85, 114
Ti, titanium compounds 48, 55, 57, 186

219, 228, 243, 247, 248, 249
titania-supported Au 56
toluene 167, 189
toxic waste 2
transfer matrix technique 458
transient reaction intermediates 73
transition-metal complexes 101
transition-metal heterogeneous catalysis

294
transition–metal oxide 418
Transition state 28, 73, 166, 167, 169, 334

early 32, 76, 410
late 32, 73, 76, 410
loose, tight 28, 31, 409
reaction-rate expression 27, 28
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reaction-rate expression 27, 28
selectivity 177, 178

triblock copolymer poly(ethylene-oxide),
390

triblock copolymers of propylene oxide
387

tris(4-nitrophenyl)phosphate (TNP) 326
Triton X-100 388
truncated octahedron 53
turbulence 382
Turing structure 71

U
ultimate catalyst synthesis 368
united atom approach 452
universal relationship 125, 415
unsaturated hydrocarbons 24
upscaling 392
urea 367

V
V, vanadium compounds, complexes

48, 62, 214, 241, 242, 247, 248,249,
250, 251, 296, 417

VAM synthesis 292
van der Waals 165, 195, 214
variable time-step approach 459
Verlet algorithm 455
vibrational frequencies 14
vinyl acetate 44, 288, 289, 291
VMgO 249
volcano plot 22
von Neuman 348
VPO structure 246
(VO)2P2O7 241, 247, 248

W
Wächtershäuser 372, 405
Wacker reaction 25, 288, 290, 293, 329
water 60, 128, 133, 216, 217, 226, 249, 267,

268, 269, 272, 275, 278, 282, 322
waterglass 356
weak adsorption limit 115, 116
WO3 296
Wöhler 368
Wolfram class behavior 379, 383, 384, 421
work function 108
WS2 255

Wulff rule 52, 257

X
X-ray diffraction 241
xylene 177

Z
Zaidi 288
zeolite 34, 36, 61, 163, 164, 165, 166,185,

195, 219, 232, 353, 355, 386
zeosil nanoslab 358
zero-point vibrational correction 120
Zn, zinc compounds, complexes 73, 178,

180, 182, 183, 185, 186, 243, 315, 325,
330

ZrO2 248, 249
ZSM-22 209
Zundel ion 234, 276, 283
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